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1. Introduction
[bookmark: _Toc54284460]In the last RAN plenary meeting, the AI/ML for NR Air Interface is formulated in a SI [1]. Several aspects with further revisions are articulated. A few uncertain points are listed for future study. 
Even through the benefits from ML are shown in many use cases [2], efforts are need to bring these benefits into reality. It is completely new to introduce AI/ML to NR Air Interface. We are still at a pre-study stage. In this document, we provide further discussions of AI/ML for NR Air Interface on general framework, use cases, data set building, evaluation methodology and potential specification impacts.
2. Discussion
2.1 General Framework
The general frame wok for AI/ML in RAN3 is described in TR 37.817 [4]. It includes data collection model training, model inference, and an actor. These components may not adequate for RAN1. The potential features specific to RAN1 can be taken into account for the general framework, due to a much shorter working time scale, compared with RAN3 and SA2.
 
· Model validation and model test shall be contained in the general framework.
· Model complexity shall be concerned. Regarding the UE (processing) capability and the cooperation levels with gNB, the model complexity needs to be regulated.
· Model update should be clarified. A model can be dropped if its performance is not satisfying for some time. A related mechanism to handle such event need to be designed.

The model validation and model test are two necessary steps for ML model generations. They can be carried out online or offline, which depends on the specific applications. Moreover, the pre/post processing shall be included in the general framework. The pre/post processing is the indispensable operations for some use case. These operations make a ML model easy to be trained and deployed. 

Model complexity is connected to both the UE processing capability and model management. The model complexity needs a proper measure, such as floating point operations, parameter numbers, or model size. The model complexity decides whether the UE can provide the inference outcome within a predetermined time. Moreover, since usually a complex model need more data for training, the power consumption for model training and the amount of data collection shall be considered. The model complexity can burden the deployment/model management. A complex model with more parameters means a larger model size, even after pruning. If this model is downloaded or uploaded, more resource is consumed.

Furthermore, when and how the model need to be updated should be decided. Measures specific to both ML and NR shall be selected or newly defined. Once the performance requirement is not met, the model will be updated. Besides, it is also related to the model generalization. Usually, the ML model is trained for specific scenario. As the UE moves the surrounding environment changed, a ML model shall be updated with another ML model. Especially, if a ML model continuously shows low performance, it can be dropped.
Proposal 1: The general framework shall cover various aspects of the ML models. The functional frame work for RAN intelligence is a reference. The general framework shall take in following factors,
· model validation and model test 
· model complexity
· model update.
2.2 Use Cases
In [1], three cases are decided to be studied. 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

According to the SI, these initial set of the three cases are finalized. The sub use cases to be determined. 

The making of the sub use cases is one critical factor to the outcomes planed in RAN # 98e. Thus, the number of the sub use cases shall be constrained, for example, each company may be required to provide a limited number of sub use cases beside the main stream ones. At the beginning, e.g., in next RAN1 meeting diverse sub use cases may be proposed. A few rules can be set up in this plenary meeting, regarding the ML working principle, e.g., prediction, and classification. The proposed sub use cases will follow these rules, which will ease the afterwards discussion.

Regarding the working time scale, the AI/ML for NR air-interface should satisfy the timeline requirement of RAN1. For example, in the CSI compression use case, the report of the compress CSI should be flexible and in time compared with traditional codebook based method. On the other hand, new timelines shall be defined for the new operations for the introduction of AI/ML to NR air interface. As an example, the model update and model inference timeline need to be decided.

Proposal 2: During the selection of the sub use cases, the following two factors need to be considered.
· The number of candidate sub use cases is constrained.
· The timeline for sub use cases
2.3 Data Set
For data set of AI/ML model, one concern is about the field data. The field data is essential for the ML model to work in the real-world environments. For the validity and robustness, we think the field data is necessary, either for training, validation or test. At the study item stage, the ML model can be trained and tested according to the TR 38.901 and TR 38.857. However, the ML mode need the real-world data to work properly, because the ML model will work on data from the real-world finally. Otherwise, if the field data is not in the data set, the performance of ML model is not guaranteed. 

We note that the field data is described as optionally needed in [1]. In scenarios, where the non-field data can capture the characteristics of the field data, the training of a ML mode would be adequate with the non-field data. However, for cases with strictly performance requirement, the field data is a necessary part of the data set. The difference between the non-field data and the field data cannot be neglected in shaping the performance of a ML model.

Proposal 3: The field data is necessary for the ML model to work in the real-world environments, especially for the scenarios with strict performance requirements.

2.4 Evaluation Methodology
For each use case, a baseline method and a baseline ML model need to be provided. The baseline method is the conventional non-ML based scheme. The baseline ML mode is to study the gains from the AI/ML. For example, the auto-encoder model is applied for CSI compression. A basic baseline auto-encoder model with low complexity should be decided. More details to further improve the model can be further discussed.

Proposal 4: Baseline models need to be decided at first. Further improvements can be carried out based on them. 

Since machine learning is a data driven design, more details should be open for cross validation. The evaluation method, the parameter setting, and even the model architecture shall be open. Again, the model complexity should be discussed. Further, new measures can be defined to evaluated the proposed use cases to better describe the ML model performance. For some sub use cases, a common data set can be constructed for easy evaluation.

Proposal 5: More details of the machine learning model should be open for cross validation. 

The model monitoring shall be covered as part of evaluations. The evaluation shall not merely cover the model validation and test. Correspondingly, how to monitor the model, and the frequency of monitor the model should be decided. Nevertheless, model monitoring refers the generalization of a ML model. The ML model performance with miss-matched input data shall be provided for generalization purpose as a test item.

Proposal 6: Model monitoring is a part of the evaluations.

2.5 Specification Impact
The details of the ML model algorithms are not in the standardization scope. As a result, specification impacts main come from the assistance signaling and data collection for ML model to work in NR air interface. This the theme to study the specification impacts. Once neglected aspect is the interaction between RAN1 and RAN2, which will also lead to specification impacts. The UE behaviors will take effects on both RAN1 and RAN2 with possible interaction in between, when the UE indicates with certain kinds of capability. The cross layer impacts need to be studied.

Proposal 7: The potential interactions between RAN1 and RAN2 shall be considered for specification impacts.
3. Conclusion
In this contribution, we provide our views on AI/ML for NR Air Interface. We have 

Proposal 1: The general framework shall cover various aspects of the ML models. The functional frame work for RAN intelligence is a reference. The general framework shall take in following factors,
· model validation and model test 
· model complexity
· model update.

Proposal 2: During the selection of the sub use cases, the following two factors need to be considered.
· The number of candidate sub use cases is constrained.
· The timeline for sub use cases

Proposal 3: The field data is necessary for the ML model to work in the real-world environments, especially for the scenarios with strict performance requirements.

Proposal 4: Baseline models need to be decided at first. Further improvements can be carried out based on them.

Proposal 5: More details of the machine learning model should be open for cross validation. 

Proposal 6: Model monitoring is a part of the evaluations.

Proposal 7: The potential interactions between RAN1 and RAN2 shall be considered for specification impacts.
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