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1 Introduction
In the previous online meetings and emails discussions, the AI/ML for NR Air Interface is summarized in to the proposed SID [1], before this plenary meeting. There are relevant studies and discussions in SA1, SA2 and RAN3 for AI/ML. For the air-interface enhancement, the introduction of AI/ML is a completely new design, especially in methodology. Traditionally, the PHY layer and MAC layer operate with conventional non-AI mechanisms. As the wireless communication systems, currently the 5G advanced, grow more complicate, the conventional mechanisms fall short, e.g. in various performance metrics. Meanwhile, the AI/ML based methods bring sensible gains. The benefits are shown in many use cases [2].

The discussion [3] and the previous RAN meetings have contributed a lot to the introduction of AI/ML for the NR air-interface. We are at a pre-study stage right now. In this document, we will provide more discussions of AI/ML for NR Air Interface on general framework, use cases, data set building, and evaluation methodology.

2 Discussions
2.1 General Framework
Currently in TR 37.817 [4], the functional frame work for RAN intelligence is given. The blocks of data collection, inference and training are provided.


Fig.1 Functional Framework for RAN Intelligence


The design of the general frame work for AI/ML for NR Air Interface can refer to above figure. In the meantime, several factors are needed to be considered.
· The working time scale of air-interface (PHY and MAC layers) are much more delicate than RAN3. 
· The procedures uniquely belong to RAN1/RAN2 should be contained in this general framework, such as the deployment of the ML models and the interactions among the nodes.
· Furthermore, the frame work should be compatible with future update.

Regarding the time scale, in ORAN, there are realtime AI and non-realtime AI. Even through, nowadays we do not have such details in AI/ML for NR Air Interface, for the sake of generalness, the ability to encompass various potential use cases for further study is a necessary design requirement. One foreseeable feature to be added into the framework is the time scale concern.

There can be several cooperation levels for AI/ML working in the NR air-interfaces. The interactions between UEs and gNBs can happen in various stages, e.g., the data collection, training, inference, in the life cycle of ML model. Even the life cycle itself need to be clarified. The indispensable procedures which are common in these operations should be reflected in the general frame work.

The general framework should be future-proof and be easily integrated into a bigger picture. The wireless communication systems continuously evolve. New designs and new technologies will be introduced now and then. For example, the architecture of AI in RAN is far away from current view point, and is unknown yet. It can be developed and introduced in the future. This general framework may serve as a corner stone in the new architecture. The compatible issues should be avoided from the very beginning of the design.

Proposal 1: The general framework shall contain various aspects of the ML models. The functional frame work for RAN intelligence is a reference. The general framework shall take in following factors,
· working time scale of ML models 
· procedures uniquely reflected by RAN1/RAN2 of the ML models
· future-proof.
2.2 Use Cases
In the proposal new SID of AI/ML for NR Air Interface [1], five use cases are listed. 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· RS overhead reduction [RAN1]
· RRM Mobility, e.g., prediction in time or frequency for robustness, interruption and overhead reduction [RAN2]
· Finalize representative set of use cases (reduced from the initial set and minimizing sub use cases) for characterization and baseline performance evaluations

According to the proposed SID, these initial set of the five cases are to be reduced and finalized. The sub use cases should be minimized. 

Previously there are lots of discussions on the five cases. They show gains in many ways. To select the representative ones, they should be investigated regarding
· Cooperation levels inherent in the ML model. 
· Evaluation workload
· Specification impacts 

The cooperation levels in the ML models when they are applied to the NR air-interface, shall be considered. The ML models is possibly deployed in gNB at first stage. Since the gNB is more powerful at handling the data, the model and the computing load for ML, it is a natural way to carry out the discussion on AI/ML for NR air-interface beginning from gNB. How the ML models work at gNB is discussed at first. After that, how the ML models work at UE side can be focused on at next stage. During this process, the cooperation levels can be neatly included and discussed by beginning from gNB, since the gNB is in control of everything.

The evaluation workload is one critical factor. For example, the subcases can bring in more workload in model evaluation. In the CSI feedback load reduction case, the channel prediction can be involved for compressed output (e.g., the CSI, or the output of ML model) as a subcase. That will greatly increase the evaluation workload. Such details are needed to be considered in the selection of use cases. The use case with light evaluation workload are suggested to be selected for easy progress and smooth discussions.

Specification impacts are another concern. We think a balance should be made at this point. The use cases with small specification impact will ease the discussion. However, it may not completely reflect the advantage of AI/ML. As a result, the potential difficulties in the further discussion of other cases may not be foreseen. This will slow down the future work progress. In order to complete the SID in time, we suggest a balance considering the specification impacts for use cases selection.

Proposal 2: The follow three factors should be concerned during the further selection of use cases,
· cooperation levels inherent in the ML model
· evaluation workload
· specification impacts.

2.3 Data Set
For data set of AI/ML model, one concern is about the field data. The field data is essential for the ML model to work in the real-world environments. Some companies prefer not to have the common field data. For the validity and robustness, we think the field data is necessary, either for training, validation or test. At the study item stage, the ML model can be trained and tested according to the TR 38.901 and TR 38.857. However, the ML mode need the real-world data to work properly, because the ML model will work on data from the real-world finally, at least for inference. Otherwise, if the field data is not in the data set, the performance of ML model is not guaranteed. 

Another issue with the real-world data is the privacy. The user privacy is an important issue. The IEEE has issued a related standard on Federated Learning [5]. Partly of its concern is the privacy. For the cases in which the Federated Learning framework can be applied, the IEEE standard [5] can be a reference. For the other cases, the preprocessing is needed before the data sent into ML models for either training or inference. During preprocessing, the privacy labels can be either hidden, or erased. Besides, data augmentation which is a policy to enlarge the dataset, can be used as a method to eliminate the privacy related to data.

Furthermore, the data set needs management and updating. Wireless environment is varying all the time. The dataset shall not be kept the same. A quality control mechanism can be performed for the data set as a mean for data set management and data collection.

Proposal 3: The dataset for AI/ML for NR air-interface should be managed.
· The field data is necessary for the ML working properly.
· The user privacy shall be protected.
· The dataset shall be updated with quality control.

2.4 Evaluation Methodology
Although the details of the ML model are not in the standardization scope, the performance of the ML model should be tackled. One related issue is the KPI. We support the related considerations in the new SID [1]. The KPI can be both the classic metrics such as BER, throughput, etc., and the new ones related to ML, such as the model complexity, accuracy etc.. 

Proposal 4: Support the makings of the KPIs for AI/ML for NR air-interfaces in the new SID [1]. 

Moreover, for the alignment of evaluation results, there shall be a baseline model for validation in each use case. There are mature open source models in various ML applications, such as classification and prediction. These models are usually well described in architecture. Some open source models with possible modifications, can be tested and selected for performance alignment. Based on this strategy, the discussions find something to rely on and easier to coverage. 

Proposal 5: During the evaluation, the baseline models can be decided to accelerate the discussions. 

The complexity of the model is another aspect to be concerned. The model complexity is directly associated with the device capability, the power consumption, training and inference. Thus, during model selection at least these factors should be accounted. Besides, to enable flexibility, it is better for the node to have the freedom to select the model with different complexities. The hyper parameters controlling the model complexity shall be retained for model training/selection. Some post-processing can be optionally performed to decide the ML model complexity. In this case, multiple ML models with different complexity levels are available for deployment. The node will have more options of the ML models respecting the tradeoff between model complexity and performance. 

Proposal 6: The model complexity should be tackled with multiple levels of deployment.
3 Conclusion
Proposal 1: The general framework shall contain various aspects of the ML models. The functional frame work for RAN intelligence is a reference. The general framework shall take in following factors,
· working time scale of ML models 
· procedures uniquely reflected by RAN1/RAN2 of the ML models
· future-proof.

Proposal 2: The follow three factors should be concerned during the further selection of use cases,
· cooperation levels inherent in the ML model
· evaluation workload
· specification impacts.

Proposal 3: The dataset for AI/ML for NR air-interface should be managed.
· The field data is necessary for the ML working properly.
· The user privacy shall be protected.
· The dataset shall be updated with quality control.

Proposal 4: Support the makings of the KPIs for AI/ML for NR air-interfaces in the new SID [1].

Proposal 5: During the evaluation, the baseline models can be decided to accelerate the discussions.

Proposal 6: The model complexity should be tackled with multiple levels of deployment.
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