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1	Introduction
[bookmark: _Hlk88664261]AI/ML for Air Interface is a candidate SI of Rel-18. The SID of AI/ML for Air Interface was drafted in RP-212708 [1] according to the pre-RAN#94e technical discussion on NMW. Generally, we support the draft SID. In this contribution, we further share our views on use case selection in this SID. 
2	Discussions
During the NWM discussion on AI/ML air interface, the first three use cases captured by the moderator were CSI feedback, beam management and positioning. Besides, RS overhead reduction and RRM mobility were added to the initial set of use cases of the draft SID [1], which is described as follows:
	[bookmark: _Hlk88498719]Study the 3GPP framework for AI/ML for air interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· RS overhead reduction [RAN1]
· RRM Mobility, e.g., prediction in time or frequency for robustness, interruption and overhead reduction [RAN2]
· [bookmark: _Hlk88498274][bookmark: _Hlk88568833]Finalize representative set of use cases (reduced from the initial set and minimizing sub use cases) for characterization and baseline performance evaluations.



With the concerns on the potential workload of five use cases, it is intended to reduce the number of (sub) use cases, as stated in the draft SID:
“Finalize representative set of use cases (reduced from the initial set and minimizing sub use cases) for characterization and baseline performance evaluations.”
For the down-selection of the (sub) use cases, a critical issue is that there is no common understanding on the criteria to judge and select representative use cases for AI/ML for air interface. We share our views on the criteria to do the use case selection.
In our view, one possible way is to associate the selection of representative (sub)use cases with representative AI/ML’s research filed. And it would be better that the down-selected (sub)use cases can cover typical AI/ML’s fields.  For example, RS overhead reduction is in the field of AI/ML’s super-resolution. CSI prediction, the sub use case in CSI feedback, is in the field of AI/ML’s time series prediction. CSI feedback compression is in the field of AI/ML’s auto-encoder and auto-decoder. To reduce workload for evaluation, it is not necessary to study multiple (sub)use cases falling into the same AI/ML’s field.
Proposal 1: To reduce workload for evaluation, for the same AL/ML’s research field, only one (sub)use case is selected for evaluation.

According to the previous discussion [2], collaboration levels can be basically categorized as follows: 
· CAT-0: no collaboration framework (0a and 0b).
· CAT-1: inter-node assistance to improve the respective nodes’ AI/ML algorithms.
· CAT-2: joint ML operation between UEs and gNBs.
[bookmark: _Hlk89060948]The standard impacts will be increased with the enhanced UE-gNB collaboration levels. To assess standard impacts of supporting AI/ML, the down-selected (sub)use cases should cover all UE-gNB collaboration levels. Therefore, the ideal way is that a selected (sub)use case is one-to-one mapped to each CAT level.
[bookmark: _Hlk88904076]Proposal 2: To assess standard impacts with minimum evaluation workload, for each collaboration level between UE and gNB, only one (sub)use case is selected for evaluation.
Among the five use cases in the initial set, RS overhead reduction and CSI feedback are relatively easy to be evaluated by using one simulation framework compared to the other three cases.
For RS overhead reduction, or channel estimation equivalently, it has been widely studied in academy for many years [3] [4]. It can be taken as the baseline use case to synchronize the terminology and notations for AI/ML related functions, procedures and interfaces with the prior arts as reference. 
If its sub use case (RSMtd1) is targeting for improved channel estimation accuracy under some intended scenarios, channel estimation can be performed using legacy RS with implementation-based AI/ML algorithm in either gNB side or UE side. Thus, no extra signalling is required, which can be taken as the representative use case of CAT-0. Alternatively, if its sub use case (RSMtd2) is to reduce RS overhead, AI/ML-based channel estimation is expected to provide a similar performance as that of the conventional channel estimation method with reduced RS density compared to legacy RS. Therefore, there will be small standard impacts on the new sparse RS pattern and relevant signalling on its configuration. It can be taken as CAT-0 as well since legacy RS pattern configuration method can be reused without further need of collaboration signalling for AI/ML. Regarding to RS type, DMRS is the first preference due to its importance in data throughputs. 
For CSI feedbacks, according to the previous discussion [3], there are two types of CSI feedback enhancement sub use cases. AI/ML module at network side is assumed for method 1 (CSI-Mtd1). AI/ML reconstructs CSI according to the legacy codebook feedback from UE. Assistant signalling between UE and gNB tailored for AI/ML-based CSI prediction can be assumed. Thus, it can be taken as the representative use case of CAT-1. For the second method (CSI-Mtd2), CSI information is compressed by auto-encoder (AI/ML) at UE side, and feedbacked to gNB side. gNB uses paired auto-decoder to recover the compressed CSI. Since paired AI/ML models are assumed, it needs joint AI/ML operation between UEs and gNBs and thus can be taken as the representative use case of CAT-2.
Based on the criterion of Proposal 1 and Proposal 2, the representative use cases can be selected as listed in Table 1.
[bookmark: _Ref60926210]Table 1: Representative (sub)use cases AI/ML field for CAT-0/1/2
	Representative use case
	Representative AI/ML field
	Collaboration level

	Channel estimation/RS overhead reduction (RSMtd1/ RSMtd2)
	Super resolution
	CAT-0: No collaboration framework (0a/0b)

	CSI-Mtd1: CSI feedback enhancement w/ better performance in CSI prediction
	Time series prediction
	﻿CAT-1: Inter-node assistance to improve the respective nodes’ AI/ML algorithms. 

	CSI-Mtd2: CSI feedback overhead reduction w/ compressed feedback
	AI/ML auto encoder/decoder
	CAT-2: Joint ML operation between UEs and gNBs.



From the simulation perspective, a closed-loop MIMO simulation framework (including CSI feedback and data channel estimation) can be used for the evaluation of all the use cases mentioned above, as shown in Fig.1. With the same simulation framework for CAT-0/1/2 and AI/ML networks in different fields, simulation/evaluation efforts on AI/ML networks/algorithms will be significantly reduced w.r.t. datasets generation, AI/ML’s training/testing, and simulation calibration/comparison among companies. 
With the pilot study on these two use cases, AI/ML performance gain, complexity pain and standard impacts in comparison of conventional methods can be assessed.
Observation 1: The same simulation framework can be used for the simulations of both CSI feedback and data channel estimation. It can cover all UE-gNB collaboration levels and typical AL/ML fields, thus reducing the evaluation workload.
Also, it is expected that the evaluation methodology including AI/ML’s training/validation/testing/generalization capability for each CAT level and AI/ML field can be concluded and applied to subsequent evaluations for residual (sub) use cases w/ the same CAT level and/or AI/ML field.
[image: ]
Fig.1 Closed-loop MIMO framework to evaluate CAT-0/1/2

Proposal 3: RS overhead reduction and CSI feedback enhancement can be taken as the pilot study use cases for characterization and baseline performance evaluations. The concluded evaluation methodology can apply to the studies of other three use cases (beam management, positioning and RRM mobility) under TU budget constraints.
3	Conclusion
In this paper, we provide our views on use case selection in AI/ML for air interface. The proposals are listed as follows: 
Observation 1: The same simulation framework can be used for the simulations of both CSI feedback and data channel estimation. It can cover all UE-gNB collaboration levels and typical AL/ML fields, thus reducing the evaluation workload.
Proposal 1: To reduce workload for evaluation, for the same AL/ML’s research field, only one (sub)use case is selected for evaluation.
Proposal 2: To assess standard impacts with minimum evaluation workload, for each collaboration level between UE and gNB, only one (sub)use case is selected for evaluation.
Proposal 3: RS overhead reduction and CSI feedback enhancement can be taken as the pilot study use cases for characterization and baseline performance evaluations. The concluded evaluation methodology can apply to the studies of other three use cases (beam management, positioning and RRM mobility) under TU budget constraints.
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