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Background

• Based on pre-plenary email discussion, the moderator proposed the following conclusions

◦ Possible project structure for AI/ML related projects in Rel-18, including AI/ML for NG-RAN 

and AI/ML for Air-Interface

◦ For a candidate Rel-18 SI on AI/ML for Air-Interface, the following areas have been 

discussed at length and we have a much better understanding now which will be helpful for 

the drafting of a potential SID: 
• Use cases of interest 

• Evaluation methodology and KPIs

• UE and Network involvement including various degrees of collaboration between participating nodes

• The scope of AI/ML for NG-RAN was not fully discussed by the email discussion
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Project structure for AI/ML related projects in Rel-18

• We propose to have the following study for Rel-18 RAN AI/ML.

• Following focusses on RAN3 parts (#1 and #3)

Temporary title SI/WI Primary WG Secondary WGs Notes

1 AI/ML for NGRAN WI RAN3 RAN2 Based on the outcome of RAN3-led Rel-17 SI 

FS_NR_ENDC_data_collect

2 AI/ML for Air-Interface SI RAN1 RAN2, RAN4 SI for entire Rel-18 timeframe focusing on limited 

identified use cases

3 Additional Use Cases 

for AI/ML for NG-RAN

SI RAN3 Study of additional higher layer use cases and 

further architecture and framework enhancement
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R18 Work Item: AI/ML for NG-RAN
• The conclusion of R17 AI/ML study by RAN3 should be used as base for R18 AI/ML work item

• Expected conclusion of R17 study

◦ Data collection enhancements for the three use cases: network energy saving, load balancing 

and mobility optimization

◦ Inter-node information enhancements for AI/ML model output of the three use cases

◦ Performance monitoring of AI/ML based solutions.

• R18 work item should also include general purpose basic procedures:

◦ Model management procedures, e.g. model configuration, model update, model 

activation/deactivation, model training, model/analytics querying

◦ Data management procedures, e.g. data request/subscription, data/event reporting, data 

querying.
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R18 study item: AI/ML for NG-RAN
• In addition, R18 should study architecture enhancements for AI/ML, including

◦ Network entities and interfaces for model training/inference, data management, model 

management

◦ Procedures for online training and federated learning

◦ Procedures for inference configuration

• R18 should continue the use case study

◦ If possible, some standardized neural network functions like Y = F(X) can be defined based on 

the use case study

◦ The AI/ML model supporting the neural network function should be up to implementation.
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Summary
• Proposal 1: R18 work item of AI/ML for NG-RAN is based on conclusion of R17 study item

◦ Expected conclusions
• Data collection enhancements: for the three use cases: network energy saving, load balancing and mobility optimization

• Inter-node information enhancements: for AI/ML model output and enforcement for the three use cases

• Performance monitoring: for the AI/ML based solutions.

• Proposal 2: R18 work item includes general purpose basic procedures 

◦ Model management procedures: e.g. model configuration, model update, model activation/deactivation, 

model training, model/analytics querying

◦ Data management procedures: e.g. data request/subscription, data/event reporting, data querying.

• Proposal 3: R18 should study architecture enhancements for AI/ML

• Proposal 4: R18 should continue the use case study
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