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1. Introduction

During the pre-meeting email discussion [1], we observe that, there are significant interest and support but also some oppositions for having PDCP concatenation. In this contribution, we intend to further provide our considerations further.
2. Discussion on Outcome of Rel-18 email discussion
2.1 Views to the moderator proposals
After three rounds of the Rel-18 email discussion, the following proposals are made by the moderator for PDCP concatenation. 
	[image: image1.png]6.2.3 High-speed Packetization

High-speed Packetization (SI). This whole proposed SI is contentious. There is significant support but also
blocking opposition.

High-speed Packetization (SI) Areas / Scope:

— To avoid throughput degradation at high data rates

o To study concatenation in PDCP layer to reduce the number of L2 headers (i.e. MAC, RLC. and
PDCP). and to simplify the processing for UPIP. (RAN2)

— Note: Justification seems clear and there is support, but there are also Contentious comments of
blocking nature that this kind of change is too fundamental to be introduced now for NR (moderators
interpretation of comment: Implementations may take long time to take this into accoum).‘






We are in general fine with the above proposal and think summary from the moderator reasonably and fairly represents the status where the support is significant and the motivation is well justified. 
2.2 Main discussion points after the email discussions
As mentioned in the moderator proposal, the main controversial point is impact on implementation. The main target is to specify the procedures and format to enable PDCP concatenation for getting gains on UPIP processing. PDCP concatenation is just an added-on functionality and if specified, it is an optional feature, thus we don’t see the potential changes would result in implementation risks. Like any other releases, if it is implemented by the UE/Network, the corresponding gains can be achieved.
Based on the above discussion, we suggest to have a RAN2-led WI for PDCP concatenation in Rel-18 with a short study phase if deem necessary. To support the functionality of concatenation of PDCP SDUs, it would require RAN2 and RAN3 (mostly in RAN2) work for the following points with potential specification impacts.

· Configuration of concatenation of PDCP SDUs; 
· General procedures to enable concatenation of PDCP SDUs; 

· Data format with concatenation of PDCP SDUs; 

· Impact and compatibility to other L2 functionalities with concatenation of PDCP SDUs.
Proposal 1: to specify PDCP concatenation in Rel-18, by designing PDCP data format and specifying the corresponding procedures.
3. Conclusions
In this contribution, we provide our updated views on Rel-18 PDCP concatenation with the following proposals:
Proposal 1: to specify PDCP concatenation in Rel-18, by designing PDCP data format and specifying the corresponding procedures.
4. Appendix for gains
With the removal of RLC concatenation in NR, the functionality of concatenation has been moved downstairs to MAC layer by multiplexing RLC PDUs after PDCP processing into one MAC PDU. An example of the overall L2 processing structure can be illustrated in the following Figure 1 [1], where two RLC PDUs from RBx each corresponding to one IP packet are concatenated in the MAC layer for generating a transport block. 
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Figure 1: Layer 2 processing structure in NR Rel-15/16/17

· Processing efficiency of UP IP and ciphering
For the high DL data rate traffic, e.g. 4K video streaming and downloadable files transferring via TCP connections, a huge number of corresponding TCP ACKs can be simultaneously generated by the end-users. Provided that security processing of PDCP layer are operated per PDCP SDU (i.e. IP packet carrying one TCP ACK), the processing requirements of UP IP and ciphering can be linearly enlarged with the increase of number of small PDCP SDUs carrying the TCP ACK (i.e. around 25 bytes ~ 60 bytes [2][3][4]). Note full-rate UPIP is not considered/expected for protocol stacks during the Rel-15 discussion, which results in low UPIP efficiency. If the small PDCP SDUs are concatenated to be one packet with size of around 1500 bytes for UP IP and ciphering, the processing efficiency can be improved around 2 ~ 4 times (UP IP) and 2~5 times (ciphering) operated on the concatenated data, respectively.

Observation 1: The processing efficiency of UP IP and ciphering can be significantly improved by “concatenation” of small PDCP SDUs, e.g. TCP ACKs. 

· L2 protocol header overload 
In addition, the current overhead of L2 protocol header is consisted of each protocol layer, including the PDCP header, RLC header and MAC header. Assuming RLC AM applied to the concerned application, the total minimal L2 header overhead for small PDCP SDUs (i.e. PDCP SDU size is assumed with around 25 bytes ~ 60 bytes) can be around 6 bytes and the ratio can be up to 9~19% (depending on the total payload size) for individual IP packet as mentioned in below tables. Such ratio of overhead seems significant and further reduction can help improving the uplink/downlink throughput, which can expand the NR support for high end applications. Concatenation of PDCP SDUs in this case is useful as the cost of each L2 header can be reduced to ONE after concatenation, with the overall overhead of L2 header remarkably reduced. 

	One PDCP SDU
	PDCP header
	RLC header
	MAC header

	
	12 bits PDCP SN
	18 bits PDCP SN
	12 bits RLC SN
	18 bits RLC SN
	8-bit L field

	overhead
	2 bytes
	3 bytes
	2 bytes
	3 bytes
	2 bytes

	L2 Header size
	6 bytes for one PDCP SDU

	Ratio for header size in a MAC subPDU
	· 25 bytes PDCP SDU: 6/(25+6) = 19.4%
· 40 bytes PDCP SDU: 6/(40+6) = 13.0%  (ipv4 TCP ACK)
· 50 bytes PDCP SDU: 6/(50+6) = 10.7%
· 60 bytes PDCP SDU: 6/(60+6) = 9.09% (ipv6 TCP ACK) 


	PDCP SDU size (bytes)
	Header Overhead ratio without PDCP concatenation
	Header Overhead ratio with PDCP concatenation 
(2 SDUs)
	Header Overhead ratio with PDCP concatenation 
(5 SDUs)
	Header Overhead ratio with PDCP concatenation
 (10 SDUs)

	25 bytes
	19.4%
	12.3%
(Decrease: 37%)
	7.4%
(Decrease: 62%)
	5.7%
(Decrease: 71%)

	40 bytes (IPv4 ACK)
	13.0% 
	8.0%
(Decrease: 38%)
	4.8%
(Decrease: 62%)
	3.6%
(Decrease: 72%)

	50 bytes
	10.7%
	6.5%
(Decrease: 39%)
	3.8%
(Decrease: 64%)
	2.9%
(Decrease: 73%)

	60 bytes (IPv6 ACK)
	9.09% 
	5.5%
(Decrease: 40%)
	3.3%
(Decrease: 64%)
	2.4%
(Decrease: 74%)

	· Concatenation options based on 100 PDCP SDUs
· The total size of length fields in a concatenated packet is  (concatenation number – 1) * 1 byte

· Header overhead Ratio = (concatenation number + 5)/(PDCP SDU size* concatenation number + 5 + concatenation number )
· Decrease ratio = (Header overhead ratio without PDCP concatenation – header overhead with PDCP concatenation)/ Header overhead ratio without PDCP concatenation


Figure 2: L2 header overhead analysis of PDCP SDU w.o/w PDCP concatenation

Observation 2: The L2 header overhead can be significantly reduced by “concatenation” of small PDCP SDUs, e.g. TCP ACKs. 

· L2 data packet construction
While for the high data rate scenario (i.e. numerous small or non-small packets arrive densely), in addition to the above benefits, concatenation is also beneficial for enhancing the efficiency of constructing a L2 packet. The more packets are concatenated before constructing a L2 packet (or resource allocation), more gains can be got as the number of packets to be considered for LCP is significantly reduced at resource allocation (i.e. the MAC entity only considers the concatenated packets for LCP rather than individual non-concatenated packet). The potential gains of efficiency enhancements of constructing the L2 packet can be illustrated in the following Figure 3 for different concatenation sizes, respectively. It is worthy to point out that the current PDCP data size limit is promoted to 9K and normally the packet is way smaller than the 1500B in case of small packet scenario. Therefore, we still see a lot of potential room for small packet while keeping the PDCP data size limitation. 
	SDU size
	Concatenation size
	Gains

	25 bytes
	1500 bytes / 9000 bytes
	60 / 360

	40 bytes (IPv4 ACK)
	
	37.5 / 225

	50 bytes
	
	30 / 180

	60 bytes (IPv6 ACK)
	
	25 / 150

	200 bytes
	
	7.5 / 45

	1500 bytes
	
	1 / 6


Figure 3: Efficiency gains of “concatenation” of PDCP SDUs
Observation 3: The L2 packet construction efficiency can be significantly improved with “concatenation” of PDCP SDUs.
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