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1	Introduction
The IAB WID [RP-211548] has these objectives:
	[bookmark: _Hlk26854989][bookmark: _Hlk26854481]Duplexing enhancements [RAN1-led, RAN2, RAN3, RAN4]:
· Specification of enhancements to the resource multiplexing between child and parent links of an IAB node, including:
· [bookmark: _Hlk26193173]Support of simultaneous operation (transmission and/or reception) of IAB-node’s child and parent links (i.e., MT Tx/DU Tx, MT Tx/DU Rx, MT Rx/DU Tx, MT Rx/DU Rx).
· Support for dual-connectivity scenarios defined by RAN2/RAN3 in the context of topology redundancy for improved robustness and load balancing.
· Specification of IAB-node timing mode(s), extensions for DL/UL power control, and CLI and interference measurements of BH links, as needed, to support simultaneous operation (transmission and/or reception) by IAB-node’s child and parent links.

Topology adaptation enhancements [RAN3-led, RAN2]:
· Specification of procedures for inter-donor IAB-node migration to enhance robustness and load-balancing, including enhancements to reduce signalling load.   
· Specification of enhancements to reduce service interruption due to IAB-node migration and BH RLF recovery.
· Specification of enhancements to topological redundancy, including support of CP/UP separation.

Topology, routing and transport enhancements [RAN2-led, RAN3]:
· Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 

RF and RRM requirements [RAN4-led]:
· Definition of IAB node RF requirements if needed for any Rel-17 extensions.
· Definition of RRM core requirements if needed for any Rel-17 extensions.




The third objective ("Topology, routing and transport enhancements") is not progressing well in the working groups and is not essential for WI completion, hence we propose to remove it from the WID.
[bookmark: _Ref178064866]2	Discussion
The WI objective "Topology, routing and transport enhancement" has been discussed in RAN2 several meetings without conclusion. RAN2 has discussed a number of solutions to address this objective. However, RAN2 has not managed to reach consensus around any of these solutions. The remaining solutions are:

Hop-by-hop flow control
If introduced, the UL HbH flow control would consist of flow control information sent in the DL from the parent to the child. For example, a parent node may issue this message when it starts experiencing UL congestion, i.e. UL buffers status above a certain threshold. In turn, the child may supposedly use the received flow control information to take some local decisions. 
However, we first note that the UL scheduler for the child already resides in the parent, so it is not clear what the child should do upon receiving such information. That is different from the DL flow control feedback (sent from the child to the parent in the UL) because the parent does not know the DL buffer status of the child. For the UL scheduling instead, the parent is in full control of the upstream traffic from child to parent. Hence if the parent needs to decrease the amount of incoming UL traffic due to its own experienced UL congestion, it can simply adjust the UL scheduling occasions accordingly. The child would obviously be affected by that if the UL congestion situation at the parent persists for long time, however it can simply evaluate from its UL buffer status whether any UL congestion is also occurring at the child. For example, at a certain point on the basis of the UL buffer status, the child can determine that the UL local re-routing to another parent may be needed. However, in order to do that,  no UL HbH flow control indication from the parent is really needed, since the child has already all the information available locally to determine whether a rerouting is needed or not.

End-to-end Packet Delay Budget
Another solution discussed has been to configure an IAB node or donor DU with the end-to-end Packet Delay Budget (PDB) of bearers. 
We first note that for ensuring PDB management, according to Rel-16 specifications, it is already possible for the CU to configure via F1 the IAB node with a PDB requirement per BH RLC channel. An IAB-donor CU knows the network topology under its domain, and hence it can configure the PDB at each IAB node along the path, such that the overall end-to-end delay requirement of the packets can be guaranteed. For example, the IAB donor CU may configure each IAB node such that the overall PDB is split equally (or depending on the load of an IAB node) among the various nodes. Obviously, in case one BH RLC channel carries traffic for very diverse users, some of them being close to the IAB donor, while some of them being far away, the PDB configuration may become lousy. However, that has to be considered as a bad configuration, and the IAB donor CU should rather allocate different BH RLC channels to those users that are located at very different “distances” with respect to the IAB donor CU.

Remaining number of hops
A third solution for which RAN2 did a show of hands was that IAB nodes or the donor DU can be configured with the remaining number of hops. In this solution, an IAB node is supposed to know how many hops to the IAB destination are left, e.g. the BAP header may carry this information, or that may be provided by configuration.
The issue here is quite similar to the one mentioned above. The donor CU has already the topology knowledge and all the configuration tools to allocate the PDB for each BH RLC channel at the different hops on the basis of the end-to-end requirements of certain traffic. Additionally, it is not clear how this remaining number of hops should be used by the IAB node. As said, the IAB node is already provided in legacy by the CU with a PDB that it should fulfil for a specific BH RLC channel. Hence, it is assumed that if each IAB node fulfils the PDB configured by the CU, the end-to-end delay requirement of the traffic is guaranteed. 

At the last RAN plenary, it was already discussed whether to remove this objective, see RP-211522. The motivation to remove the objective was that all solutions on the table had already been proven contentious. Several companies thought, though, that there was still a chance for RAN2 to progress on the topic and they wanted to wait with any down scoping to give RAN2 a chance to reach consensus.
At a come-back session in the second week of the last RAN2 meeting, after a lengthy email discussion, there was a series of show of hands for solutions for this objective. The intention was to see if any of the remaining solutions could be accepted. But, for each of the three remaining solutions, there were still several companies who objected.
As a reflection of the status in RAN2, the Status Report for Rel-17 IAB [RP-211767] mentions that RAN plenary might need to rescope the Rel-17 IAB WID due to lack of progress:
	2.2.2	Remaining Open issues 
35% of the items defined in the RAN2 WID objectives have been accomplished.
For the RAN2-led WID objective on topology, routing and transport, RAN2 has made progress on the topics of enhancement of LCG-range, RLF indication, and local rerouting. RAN2 could not agree on any enhancements related to topology-wide fairness, multi-hop latency and congestion mitigation. For this reason, the overall accomplishment level for the RAN2 WID objectives is rather low. 
For the RAN3-led WID objective on topology adaptation enhancements, RAN2’s accomplishment level is around 50%.
For the RAN1-led WID objective on duplexing enhancements, RAN2 has not yet started any work since it depends on further progress by RAN1.
TSG RAN may consider the rescoping of the RAN2-led WID objective to reflect the lack of progress related to topology-wide fairness, multi-hop latency and congestion mitigation.



We also note that the above enhancements have been already discussed at length in RAN2, not only during the Rel-17 WI, but also during Rel-16. In fact, those enhancements were already previously down-scoped from Rel.16. However, as shown in the last RAN2 meeting, it seems that RAN2 still finds difficulties in determining the benefits of the various enhancements on the table.
Additionally, RAN2 needs to progress also on other objectives, i.e., topology adaptation/migration, local routing, type2/3 RLF handling, etc. For those topics, RAN2 has already committed some standardization work due to previous agreements in RAN2 and RAN3. Hence, continuing this discussion on “enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation” in the WGs for yet another quarter will only take away valuable time from the other (in our view, more important) WI-objectives. Therefore, we propose:
[bookmark: _Toc81848605]The "Topology, routing and transport enhancements"-objective is removed from eIAB.

3	Conclusion
Based on the discussion in the previous sections we propose the following:
Proposal 1	The "Topology, routing and transport enhancements"-objective is removed from eIAB.
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