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Introduction
In the pre-meeting discussion on the candidate Rel-18 topics, the Moderator generated a proposal on the AI/ML topic after three round discussion as copied below[1]: 
	The Moderator thanks all the contributing companies for the comments received during the three discussion phases.
While all Moderator’s proposal in the Final round received a very broad support. There are still some company comments not fully aligned with what has been proposed.
As a result, it is the Moderator’s understanding that there is no need to endorse any proposals at this point. However, from the discussions, we have gained a much clearer understanding on the following areas:
· Possible project structure for AI/ML related projects in Rel-18, including AI/ML for NG-RAN and AI/ML for Air-Interface
For a candidate Rel-18 SI on AI/ML for Air-Interface, the following areas have been discussed at length and we have a much better understanding now which will be helpful for the drafting of a potential SID:
· Use cases of interest for candidate Rel-18 SI on AI/ML for Air-Interface
· Evaluation methodology and KPIs
· UE and Network involvement including various degrees of collaboration between participating nodes
In that sense, we have a good understanding about from where to pick up things in the next round of discussions.


In this contribution, according to the Moderator’s proposal, we continue to share our views on the use cases, evaluation methodology/KPI and UE and Network involvement issue for the candidate Rel-18 SI on AI/ML for air-interface, and the candidate Rel-18 SI of AI/ML for NG-RAN is proposed and discussed by our other contributions [2][3].
Discussion
Though there have been some ongoing AI/ML-related studies in 3GPP, including the working groups (WGs) of SA1, SA2 and RAN3, the study for air interface, especially on physical layer, is different on the study scope, and potential evaluation methodology. 
The studies in other WGs are generally focus on how to support AI/ML (e.g., traffic) and AI/ML-based approaches from the network aspect (e.g., load balance) via collecting data for the model training and inference. For the study on the air interface enhancement in RAN1, it is expected to introduce AI/ML to improve performance and/or reduce complexity, i.e., some target KPIs. In addition, different with the traditional approaches based on the mathematic models of the problems for the air interface design, the AI/ML approaches do always need a very large number of data to train, test and possible tune the models for a specific task without explicit programming. About the data, it is also challenging to obtain the ground-truth values, e.g., varying propagation environment, for supervise learning in practice. 
Because of the uncertainty, it should be careful to set the study scope and expected results of the study, at least at the first phase. The evaluation methodology for the AI/ML-assisted approaches of the selected use cases should be studied as the basic of the following phases.
Proposal 1: To have a clear study scope, the study of AI/ML for air interface can be processed phase-by-phase, and a common understanding on the evaluation methodology is expected in the first phase.
Use Cases of interest
In the RAN Rel-18 Workshop, a lot of use cases were proposed by companies, such as CSI feedback, beam management, positioning, channel estimation with reduced RS overhead, mobility. Some preliminary evaluation results show the benefits of AI/ML approaches with the well-trained models over the traditional ones, and different use cases may have different gains from AI/ML with vary requirements on the signaling and overhead. However, it is unrealistic to study all potential cases with the limited TU budget in this study. 
Thus, few typical use cases, which are self-contained, manageable and comparable, are preferred in the first phase to assist the study on the evaluation methodology. According to some preliminary evaluation results, we prefer to focus on the following two typical cases:
AI/ML-assisted CSI report
In a multi-antenna system, the availability of accurate CSI at the transmitter, e.g., gNB, is valuable to improve the following transmissions, i.e., PDSCH with the optimized precoder based on the CSI. Without ideal reciprocity, the quantization (i.e., codebook based) on the measured CSI and feedback via uplink channels is applied at UE, and the serving gNB can recover the CSI from the received values. As the number of antennas/ports increasing, the feedback overhead will be correspondently increased, which may be solved with AI/ML to model and explore the implicit properties of the CSI for compression/recover and/or prediction with less overhead, for example. 
AI/ML-assisted beam management
In the system with massive MIMO, beam plays a key role for the whole system performance. The signals, procedures and algorithms on the beam-related issues have been being designed in NR standardization, including beam tracking, beam refinement, beam switching, etc. A lot of signals and procedures are needed to guarantee the performance in practice. Thus, the AI/ML approaches can be used to reduce the overhead via exploring the relationships among beams.
These two use cases are very typical for the multi-antenna systems, and there also have been some academic papers and solution as references. Thus, we suggest selecting these two use cases in the first phase.
Proposal 2: Two use cases assisted by AI/ML, CSI report and beam management, are suggested in the first phase to assist understanding the evaluation methodology.
However, even for the selected use cases, there are also diverse understandings on the problems to be solved by AI/ML. For example, in case of AI/ML-assisted CSI report, the feedback values can be the middle values, i.e., compressed CSI, of a well-trained autoencoder, which is split to be located at two sides, i.e., the encoder part is at UE and decoder part is at gNB. Another solution is just at gNB to recover more accurate CSI based on the standard codebook-based feedback via a well-trained AI model. Thus, it is also necessary to align the understandings on the problem to be solved with AI/ML. Therefore, the KPIs should be carefully set as explained below.
KPIs and evaluation methodology
In general, the KPIs are use-case specific. For example, in case of AI/ML-assisted CSI report, the feedback overhead, complexity to obtain the best representation, and/or downlink throughput with the precoder generated by the recovered CSI should be evaluated in comparison to the specified techniques in NR Rel-16. In case of AI/ML-assisted beam-management, at least the overhead, latency, and/or beam tracking/refinement accuracy should be evaluated. This kind of KPIs is as the same as that ever used in the existing 3GPP evaluation framework. 
Except for the use-case specific KPIs, the cost to enable AI/ML-related features, such as model transfer (if needed), training overhead (e.g., offline or online), computing complexity (e.g., MACs), should be identified, quantized and compared with the baseline.
Proposal 3: The KPIs in this study not only include the use-case specific values, but also the AI/ML-related values, which need be identified, quantified and comparable with the baseline.
As the new approaches for air interface enhancement, it is challenging and meaningful to study the evaluation methodology. Re-using existing 3GPP evaluation frameworks, such as channel model-based evaluation, can be a good starting point to do comparison with the baseline as the first step. 
Proposal 4: Re-using existing 3GPP evaluation frameworks, such as channel model-based evaluation, can be a good starting point to do comparison with the baseline.
Within the evaluation methodology, the following issues for the AI/ML-related issues are suggested, at least from calibration perspective in the first phase:
· Use a common AI model for the selected use cases without detailed optimization, and the complexity from the model can be quantized and evaluated;
· Construct the data set for training, based on the 3GPP channel models with various typical scenarios and disturbances;
· Define and evaluate the baseline performance with aligned system parameter assumptions and related algorithms.
Proposal 5: The AI model alignment, data set construction and baseline performance should be involved and studied within the evaluation methodology.
UE and Network involvement
The UE and Network involvement issue is not only the use case specific, but also related with the AI/ML approaches per use case, and different phases, e.g., training and inference. To have a general and extendable study, it is better to have a uniform framework to support flexible involvement schemes, including UE-only, network-only and joint network and UE. When considering joint AI/ML application at both sides, the NG-RAN for AI/ML could be jointly studied in terms of complexity/overhead related to the model transferring over the air interface. 
[image: ]
Fig. 1: An illustration to have a uniform framework to involve UE and Network
A general framework for the evaluation on the SI for air-interface was proposed in [4] as illustrated in Figure 1, where the intelligent functions in both sides, gNB and UE, can collect the information from the target modules via defined input and output interfaces for the selected use cases and potentially negotiate with each other to support the possible joint AI/ML deployment. In this way, all possible collaboration levels can be supported within such framework.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Proposal 6: A general framework for the evaluation on the physical layer enhancement is suggested to support flexible involvement schemes.
Conclusion
In this contribution, the following proposals are given based on the Moderator’s proposal on a candidate Rel-18 SI on AI/ML for Air-Interface:  
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Proposal 1: To have a clear study scope, the study of AI/ML for air interface can be processed phase-by-phase, and a common understanding on the evaluation methodology is expected in the first phase.
Proposal 2: Two use cases assisted by AI/ML, CSI report and beam management, are suggested in the first phase to assist understanding the evaluation methodology
Proposal 3: The KPIs in this study not only include the use-case specific values, but also the AI/ML-related values, which need be quantified and comparable with the baseline.
Proposal 4: Re-using existing 3GPP evaluation frameworks, such as channel model-based evaluation, can be a good starting point to do comparison with the baseline.
Proposal 5: The AI model alignment, data set construction and baseline performance should be involved and studied within the evaluation methodology.
Proposal 6: A general framework for the evaluation on the physical layer enhancement is suggested to support flexible involvement schemes. 
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