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Introduction
With the growth of 5G, applications and services needing and utilizing low latency attribute have exploded quite dramatically. This has paved the way for the disruption in both traditional and non-traditional sectors, while ensuring exceptional coverages and multi-gigabit throughputs. Applications such as 8K videos, AR/VR/XR and those needing URLLC kind of requirements can result in multi-fold increase in complexity while having to retain the same form factors due to marketing demands. However, Rel-16 and Rel-17 though providing major enhancements to new services, operate with under the fundamental structures and protocols of the Rel-15 user plane. The new applications and services have also put in extra burden through full user plane integrity protection with L2 overheads. The overhead is not only in terms of bytes but also in terms of additional processing cycles needed for framing all packets irrespective of their importance while still ensuring latency to be the utmost important criteria while in multi gigabit throughput ranges. 

In this document, we present our views on why and how modifications need to be made to L2 protocol stacks in line with the other enhancements made in Rel-16 and Rel-17 for ensuring a successful assurance of high throughput low latency scenarios of 5G. All this should happen while ensuring that a smooth transition to 5G-Advanced can also be achieved without impacting older UEs or networks.
Discussion
In this section, our intent is to show why modifications to the existing user plane architectures are needed to support the high throughput low latency use cases of 5G. For this purpose, we have identified two representative problem statements. However, we urge the reader to look beyond the obvious and identify that each of these problems can be generalized to fit in more generic needs with an effective framework structure.  

P1. Overhead due to small data processing of unimportant packets 
P2. Overhead due to prioritizing packets within flows

2.1 Representative Problem 1: Small packet processing overhead
	
TCP [5]is the most proficient protocol used by over 90% of all mobile internet traffic. Its popularity is due to its assurance of reliable data transfer using its cumulative ack based scheme. With throughputs in 5G reaching multi-gigabits per second, there is constant pressure on the UE in terms of processing acknowledgements for received data in the UL. Despite being discussed during Rel-15[1], due to the lack of sufficient time during the beginning of a new 5G release, this item was not pursued. Back then, the peak throughputs were 1Gbps but have subsequently increased to 20Gbps. At 20Gbps with TCP, UEs need to process ~1.6M TCP ACKs per second (assuming no additional enhancements are present). This implies 1.6M L2 headers need to be processed at the UE creating challenges in implementation (despite having hardware acceleration). Additionally, there is also considerable overhead in terms of bytes as added headers for small TCP ACK packets. Delaying TCP ACKs in UL limited scenarios through concatenation schemes can impact and limit DL throughput. Head of Line blocking issues, where older TCP ACKs hold up newer ones, can further degrade DL throughputs. All these arise due to the inability of 3GPP to utilize to their benefit the inherent cumulative nature of the TCP protocol (i.e., the most recent cumulative ACK is sufficient to move the TCP engine forward if received within a TCP RTT at the other end). Given this, we have the following observation:

Observation 1: A TCP ACK sender needs to only transmit the most recent cumulative ACK to the receiver for moving the window forward provided this is received within a TCP RTT.

Observation 2: RAN2 L2 protocols do not utilize the cumulative nature of the most popular Internet transport mechanism.     

2.2 Representative Problem 2: High priority packets within flows
	
In applications such as 8K video or those using video flows such as AR/VR, some packets (I-frames) within the flow are of a higher priority than others (P-frames, B-frames) due to the kind of information they carry. Video traffic accounts of over 60% [2] of all mobile data traffic. Most of this traffic is non-QoS and uses best effort DRBs. At high data rates, maintaining consistent user experiences over best effort flows isn’t always easy. In such instances, ensuring that the most important packets are sent as needed and can be prioritized over the air would ensure some end-to-end quality maintenances. With video traffic, the important data is carried by I-frames (information frames which carry the entire image) while the P- (parity) and B-frames (bi-directional frames) ensure application layer compressed information can be sent over efficiently instead of full images every time. These frames can only be identified by the application since they cannot be distinguished using existing NAS packet filters and are part of the flow which is traversed through a specific DRB. We, therefore, have the following observation.   

Observation 3: In cases where high priority packets within a particular flow need to be transmitted, prioritization of packets belonging to the same DRB cannot be performed with existing 3GPP RAN2 protocols.

An additional issue with both Problems 1 and 2 is that these are not limited to UL and savings resulting from enhancements to these problems can also help DL (and therefore gNB) immensely in both reduction of overhead of processing unnecessary packets and prioritizing important packets of a flow that are tagged as important within a flow. We, therefore, have the following observation and proposal. 

Observation 4: Implementation of overhead reduction schemes at gNB for specific packets of certain traffic types can lead to a high efficiency in terms of DL throughput utilization. 

Proposal 1: RAN2 is tasked to evaluate effective overhead reduction and in-flow packet prioritization schemes esp for high throughput low latency scenarios. 

Note that the only way these packets can be identified is at the end points – either on the UE application or on the server generating the data thus creating filters for such packets difficult with in the 5G core. Therefore, existing mechanisms based on IP 5-tuple filtering might not always work. Given the plethora of potential applications possible with 5G, such in-flow differentiation will need to be taken in more and more seriously. 

2.3 Why separate DRBs are not sufficient 

One solution for such differentiated packets within a flow is to create a separate DRB for all such traffic with new 5QI restrictions encompassing average rates, packet loss rates etc. which map to QoS which in the overall requirements is slightly better than the original flow itself. However, packets from different services need to all be placed on this one special DRB and might continue to face the same issues of head-of-line blocking. An alternate solution could be to create a separate doppelganger DRB to prioritize certain packets over others within a flow is not possible due to the current limitation on the 29 DRBs [3]available (though only 16 are mandatory minimum). Increasing the # of DRBs though possible, is not the best solution due to the additional demands placed on the UEs and thus counterproductive to keeping the UE costs low. 

Observation 5: A separate DRB for all differentiated packets though being the simplest solution isn’t the best nor is future proof.

2.4 Alternate options for overhead reduction and in-flow packet prioritization

During Rel-15 timeframe, PDCP concatenation was proposed as an alternate option to reduce overhead especially due to small packets. In this method, several PDCP SDUs are merged to form a single large PDCP PDU, thus, reducing the overhead in terms of processing as well as number of bytes. Though this solution can ensure reduced overheads, it is unable to take care of prioritization scenarios. Also, since the entire problem statement discussion is related to high throughput low latency scenarios, waiting for aggregation/concatenation can induce additional latency that might be unacceptable.

Observation 6: PDCP Concatenation, though somewhat effective for overhead reduction, cannot allow for in-flow packet prioritization and cause additional delay.  
 
Alternate solutions include separate RLC Bearers or MAC based separators allowing both in-flow packet prioritization and queue management techniques through which overhead reduction can also be achieved. This would need multiple changes, however, at the corresponding user plane layer. One change is an implementation of a LIFO queuing mechanism at RLC through which the most recent TCP ACK can be sent by the UE or the server. Similarly, important packets can be separated out within a DRB and sent through the higher priority RLC flow. Similar approaches are possible at MAC as well. The layers do not perform concatenation and therefore will need additional tags originating from the higher layers. Though, the tagging can be left up to UE implementation, the network can ensure control through rate limiting the RLC flows to ensure proper implementation. 
Below are some results in terms of number of TCP ACK packets to be processed using the various schemes. The results were obtained for the following parameters:
	TCP Window Size = 4M, TCP Delayed ACK of 4[6], PDCP Concatenation with max PDCP PDU of 9000 bytes resulting in ~ 6 TCP Packets of 1500 bytes each. Results for a modified implementation of RLC Mode (called RLC CM or SM) where the most recently received TCP ACK is sent while following a timed discarding of the those received earlier are also shown in Table 1 below. As can be clearly seen, the new RLC mode can provide processing reduction by reducing the number of packets by over 99% thus providing a long-term solution even when throughputs reach 100s of gigabits per second. A corresponding concatenation scheme is 50 times more inefficient than the modified RLC mode.
	TCP Rate/#Packets Processed in UL
	Packets Received/second
	Delayed Acks/Second
	Delayed ACKs + Concatenation Schemes
	Modified RLC using CM/SM mode

	4 Gbps
	370370
	92593
	15432
	375

	12 Gbps
	1111111
	277778
	46296
	1125

	20 Gbps
	1851852
	462963
	77160
	1875

	100 Gbps
	9259259
	2314814
	385802
	9375


Table 1. Comparison of # of TCP ACKs to be processed for various enhanced schemes against multi-gigabit TCP Rates.

Proposal 2: With adequate modifications at RLC or MAC layers, both overhead reduction in terms of bytes and processing, and in-flow packet prioritization can be achieved. 


2.5 And one more thing … 

A special case for special packet prioritization is an additional problem which arises with multi-flow QoS applications. With multi-flow QoS applications which have combinations of latency sensitive and non-latency sensitive flows, synchronization of these flows at the application layers to ensure appropriate user experience. UE implementations today, in such situations, request BSR due to misalignment in CG requests. This is an additional control plane burden as the misalignment can happen multiple times within the QoS sessions due to various issues including those related to UE application layer processing, memory overloads etc. From the network perspective, deep packet inspection is needed to identify the corresponding flows and the misalignment created end to end and re-adjust grants to meet the new timers. Since revealing details of such flows is typically a privacy and security issue, typical solutions proposed in this regard are related to UE assistance information messages or MAC CEs which request the network to re-align the CGs with the UE delays as offsets. With some of the mechanisms mentioned in this paper, these exchanges can be facilitated between either the end points or through gNB per application instance with appropriate assigned priority for these flows. Some of these messages can be originated directly from the application that is causing/incurring this delay and be passed with priority so that adjustments can be made faster by the gNB. This aligns with intra-flow packet (in this case metric) prioritization. We, therefore, have the following proposals. 

Observation 7: Overhead optimization proposals can be utilized to also achieve inter-flow synchronization in applications needing tight latency limits.  

Proposal 3: RAN2 to also discuss configurations to achieve flow synchronization in highly latency limited flows using overhead optimization principles. 

Proposal 4: RAN2 to discuss overhead optimization protocols without compromising UE privacy and security needs. 

Proposal 5: RAN2 to discuss and confirm overhead reduction optimizations at L2 and other higher layer protocols using the WID description in RP-221358[4]. 
Conclusion
In this contribution, we provided our views on overhead reduction optimizations using L2 and other higher layer protocols. We defined a couple of representative problem statements and potential solution areas. We urge RAN2 to consider this contribution and the corresponding proposal WID as defined in RP-212358. For ease of readability, we list our observations followed by the proposals. 

Observation 1: A TCP ACK sender needs to only transmit the most recent cumulative ACK to the receiver for moving the window forward provided this is received within a TCP RTT.    
Observation 2: RAN2 L2 protocols do not utilize the cumulative nature of the most popular Internet transport mechanism.
Observation 3: In cases where high priority packets within a particular flow need to be transmitted, prioritization of packets belonging to the same DRB cannot be performed.
Observation 4: Implementation of overhead reduction schemes at gNB for specific packets of certain traffic types can lead to a high efficiency in terms of DL throughput utilization. 
Observation 5: A separate DRB for all differentiated packets though being the simplest solution isn’t the best nor is future proof.
Observation 6: PDCP Concatenation, though somewhat effective for overhead reduction, cannot allow for in-flow packet prioritization.  
Observation 7: Overhead optimization proposals can be utilized to also achieve inter-flow synchronization in applications needing tight latency limits.  

Proposal 1: RAN2 to discuss effective overhead reduction and in-flow packet prioritization schemes for high throughput low latency scenarios. 
Proposal 2: With adequate modifications at RLC or MAC layers, both overhead reduction in terms of bytes and processing and in-flow packet prioritization can be achieved. 
Proposal 3: RAN2 to also discuss configurations to achieve flow synchronization in highly latency limited flows using overhead optimization principles. 
Proposal 4: RAN2 to discuss overhead optimization protocols without compromising UE privacy and security needs.  
Proposal 5: RAN2 to discuss and confirm overhead reduction optimizations at L2 and other higher layer protocols using the WID description in RP-212358[4]. 
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