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1	Introduction
In the September 2021 pre-RAN#93 Rel-18 Workshop, one of the topics under Email discussion [RAN#93e-R18Prep-12] was AI/ML for Air-Interface. The Moderator’s summary of those discussions [1] is as follows:

Conclusion:
From the discussions, we have gained a much clearer understanding on the following areas:
· Possible project structure for AI/ML related projects in Rel-18, including AI/ML for Air-Interface
For a candidate Rel-18 SI on AI/ML for Air-Interface, the following areas have been discussed at length and we have a much better understanding now which will be helpful for the drafting of a potential SID:
· Use cases of interest for candidate Rel-18 SI on AI/ML for Air-Interface
· Evaluation methodology and KPIs
· UE and Network involvement including various degrees of collaboration between participating nodes
In that sense, we have a good understanding about from where to pick up things in the next round of
discussions.
In this contribution we present our view on the areas identified above by Moderator to facilitate drafting a potential SID for AI/ML for Air-Interface in Rel-18, as well as our view on the SID objectives.
[bookmark: _Ref178064866]2	Discussion
2.1	Follow-up on Workshop discussion points
2.1.1	AI/ML for Air-Interface SI Use Cases 
From our perspective, AI/ML technologies have demonstrated a remarkable ability to generalize across domains and specialty fields and, in doing so, have transformed numerous industries. RAN1 will need to master the standardization aspects of AI/ML technologies to ensure the long-term evolution potential of NR. 

The development and standardization of AI/ML technologies for the physical layer brings many new challenges that we, as an industry, need to solve. For example, 
· To what extent do we need to specify AI/ML models (e.g., their inputs, outputs, and (potentially) structure)?
· How do we ensure AI/ML models are both performant and robust (e.g., reliable, and smooth generalizations between different deployments and environments)?
· What data should 3GPP provide or use for model training, validation, and feature evaluations? How do we enable and ensure fair and transparent performance comparisons between companies?
These challenges are, to a large extent, shared by use cases across the physical-layer domain. 
During the Workshop it was proposed to consider following pilot use-case examples [1].

Moderator Proposal: Base further discussions on use cases for a candidate Rel-18 SI on AI/ML for Air-Interface on the following set of use cases:
· CSI feedback compression (lower overhead)
· Beam management (beam selection, beam recovery...)
· Positioning
· RS overhead reduction (channel estimation)
· Mobility

We indicated during the discussion that are fine to further discuss these identified use cases, with the understanding that further down-selection may apply before SID drafting. To further clarify our previous contribution [2]: We believe that a pilot study on CSI feedback compression can help 3GPP establish a better understanding of the abovementioned challenges. In this case, AI/ML technologies provide a promising approach to the MIMO channel state information (CSI) acquisition problem. Multi-user MIMO precoding techniques can significantly improve downlink network performance in massive MIMO deployments; however, these techniques often require the base station to acquire accurate CSI from the user equipment. The acquisition of accurate CSI can be challenging due to the high overhead in a time-varying channel.  AI/ML solutions for CSI acquisition will require standardization support because models in the user equipment and the base station will need to interact with one another. 

Therefore, for a two-phase approach SI in Rel-18, we propose the following:


[bookmark: _Toc81676705][bookmark: _Toc81860465]For AI/ML for Air-Interface SI, consider a pilot study on AI/ML-enhanced channel state information (CSI) acquisition, compression, and reporting. 

2.1.2	Evaluation Methodology and KPIs for AI/ML for Air-Interface SI
During the Workshop, the Moderator proposed the following with respect to KPIs and evaluation methodologies for AI/ML for Air-Interface. 

Moderator Proposal:
· Base the evaluation methodology in AI/ML for Air-Interface study on existing 3GPP framework for evaluations, i.e., statistical channel models (from TR 38.901 and TR 38.857 [positioning]), link and system level simulations, etc.
· Additionally, use field data to further assess the performance and robustness in real-world environments. How the field data set is obtained (per company vs. common data set) needs to be further discussed.
· KPIs are broadly understood to be use case specific but a number of common metrics prevail, e.g., complexity and performance vs. proper (non-AI/ML) state-of-the-art baseline. Similarly, overhead associated with enabling respective AI/ML scheme should be well documented and accounted for.
· Evaluated AI/ML schemes should be based on offline training for evaluation.

During the discussion we expressed that the proposal is acceptable, except the second bullet. We indicated our disagreement to share field data in this study item, as there are several problems associated with sharing field data. Moreover, the need to share field data has not been justified from our perspective. 

For example, we support an initial understanding that AI/ML models are implementation-based (proprietary) -- in line with the higher-level principles that 3GPP has agreed to in RAN3. We, therefore, foresee the SI may cover example (research grade) AI/ML models together with appropriate frameworks and procedures to enable AI/ML on the Air Interface. We do not foresee a need to finetune and standardize production grade AI/ML models in 3GPP using field data, at any point. 

Companies may however present results and arguments using private field data.

[bookmark: _Toc81676706][bookmark: _Toc81860466]Sharing of field data for evaluations is not in the scope of the SI.

2.1.3	UE and Network involvement for AI/ML for Air-Interface SI
During the Workshop, it became evident that “AI/ML for Air-Interface” concept may mean different things to different companies. To help reach to a common understanding, the Moderator categorized the collaborative framework for UE and Network involvements as below with a follow-up question:
0a) No collaboration framework: AI/ML algorithms purely implementation based and not requiring
air-interface changes.
0b) No collaboration framework with modified Air-Interface catering to efficient implementation-based AI/ML algorithms purely implementation based.
1) Inter-node assistance to improve the respective nodes AI/ML algorithms. This would apply to UEs getting assistance from gNBs (for training, adaptation, etc.) and vice-versa. This level does not require model exchange between network nodes.
2) Joint ML operation between UEs and gNBs. This level requires AI/ML model instruction or exchange between network nodes.
While clearly Cat 0a does not require air-interface changes, it may provide an insightful baseline to assess the (performance/complexity) value of Cat 0b, 1, 2 based solutions and it is Moderator’s understanding that should not be removed from the Categorization.

Question: Is there a need (from air-interface perspective) to distinguish whether the collaboration framework relates to training phase and/or inferencing phase?

Our understanding of this collaborative framework is that it is built around implementation-based (proprietary) AI/ML algorithms, following the higher-level principle agreed to in RAN. Moreover, any potential specification activities will be focused on interfaces and signaling.

These collaboration frameworks are a good starting point.  Since companies likely have different interpretation at this stage, we now share our current understanding of these four frameworks below:
· Our understanding of Framework 0a is that it only concerns “inference mode” of fixed AI/ML models (e.g., neural networks with fixed weights and biases) operating within the existing standard (no air interface changes). We also understand that the AI/ML models are proprietary / implementation-based algorithms.
· Our understanding of Framework 0b is that it only concerns “inference mode” of fixed AI/ML models (e.g., neural networks with fixed weights and biases), together with the required new signaling, new reference signals etc. to trigger use of the “inference mode” in the UE and/or gNB. We also understand that the AI/ML models are proprietary / implementation-based algorithms
· Our understanding of Framework 1 is that it includes “node category exchange”, where information about the UE’s chipset (or, AI/ML capabilities) is exchanged together with other assumptions related to the channel, RS, QCL etc. To avoid any potential confusion, we suggest that “inter-node assistance” is replaced by “gNB-UE exchange of assistance information”. We also understand that the AI/ML models are proprietary / implementation-based algorithms.
· Our understanding of Framework 2 is that it involves joint optimization of AI/ML algorithms at both the gNB and UE side (when applicable, e.g., CSI enhancements). These algorithms are proprietary, either fully or partially.

On the Question: This will likely depend on use case and the AI/ML solution. However, there
could be a need (from an air-interface perspective) to distinguish whether the collaborative framework relates to training, data collection, and inference phases.

[bookmark: _Toc81860463]AI/ML models are proprietary / implementation-based algorithms.
[bookmark: _Toc81860464]The potential need to distinguish whether the collaborative framework related to training, data collection, and inference depends on the use case and the AI/ML solution.
2.2	Our view on the SI objectives of AI/ML for Air-Interface 
For completeness, we share our view again on the potential SID objectives as the following[3]:
	Objective of SI or Core part WI or Testing part WI

This study item consists of two parts: 
1. A broad and guiding study of methodologies to enable specification of AI/ML-enhancements for physical-layer use cases. 
2. A focused pilot study of AI/ML-enhanced high-resolution channel state information (CSI) acquisition, compression, and reporting. 

Part I 

Part I will study, at a high-level, methodologies required to enable specification of AI-enhanced physical layer use cases. Since this is the first 3GPP study on AI/ML for the physical layer, an initial effort is needed to form high-level agreements on how AI/ML models, which may at least in part require standardization, can be defined, and evaluated. 

The objectives of Part I are as follows:  
· Study issues pertaining to AI/ML model evaluations and possible standardization [RAN1].
· Study evaluation methodologies for AI/ML models [RAN1].
· Study methodologies for performance requirements and testing [RAN4]. 


Part II 

Part II will evaluate and quantify AI/ML-based enhancements for CSI acquisition, compression, and reporting. Since this part is using a practical use case, the learnings from this study may then be used as a template for future AI-enhanced physical-layer use cases. 
The objectives of Part II are as follows: 
· Identify target use cases and evaluation methodologies for AI-based CSI. 
· Study the robustness of AI/ML-based CSI solutions using synthetic channel models and/or channel measurements and assess the need for one or multiple AI/ML model architectures. 
· Study issues pertaining to the standardization of identified AI-based CSI solutions. 
· Study required signaling, reference signal configuration, and reporting. 
· Study methods to enable AI/ML model support without explicitly specifying models (e.g., structures, weights, and biases). Alternatively, if some degree of model specification is necessary, then study methods to minimize specification impact. 
· Evaluate throughput versus overhead performances and complexity of identified AI-based solutions for CSI, including AI/ML model architecture tradeoffs (e.g., AI/ML model architecture and size) using realistic assumptions and where Rel.17 CSI feedback schemes performance and complexity is the baseline. 

For both Parts I and II, coordination based on LSs with other groups, if needed, e.g., RAN2/RAN3.



 
3	Conclusion
In the previous sections we made the following observations: 
Observation 1	AI/ML models are proprietary / implementation-based algorithms.
Observation 2	The potential need to distinguish whether the collaborative framework related to training, data collection, and inference depends on the use case and the AI/ML solution.

Based on the discussion in the previous sections we propose the following:
Proposal 1	For AI/ML for Air-Interface SI, consider a pilot study on AI/ML-enhanced channel state information (CSI) acquisition, compression, and reporting.
Proposal 2	Sharing of field data for evaluations is not in the scope of the SI.
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