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1. Introduction

3GPP has studied IIoT from Rel-16 in order to enable more verticals and industrial deployments for improving E2E low latency, low jitter and high reliability. However, there are still some challenges to fulfil the requirements of vertical/industrial network, especially for periodic TSC traffic. 

Generally, in order to meet extreme performance requirements in terms of high reliability and low latency, robust transmission schemes have to be used in RAN to serve periodic TSC services’ transmission, e.g. PDCP duplication with up to four legs, multiple configured grant configurations with lower MCS, etc. A considerable amount of radio resources needs to be reserved to serve TSC traffic from a single TSC device, even the packet size is quite small. When the number of served TSC devices increases, traffic from different devices will inevitably consumes a huge amount of spectrum at RAN side. This will bring in a big challenge for NR network to guarantee the high capacity to support periodic TSC traffic and may result in a limited number of UEs can be supported at the same time.
In this contribution, we discussed the motivation for further TSC enhancements, and then propose potential TSC enhancements to support E2E low latency and low jitter to be considered in NR Rel-18. 
2. Discussion 

2.1 Motivation
TSC traffic is usually periodic with high URLLC requirement of latency and reliability. In some smart factories, the requirements for IIoT can be summarized as follows:

· Low latency: 4 ms E2E latency

· High reliability: 1e-5 ~ 1e-6

· Small packet: tens of bytes to hundreds of bytes

· Large UE density: 100 ~ 1000 devices/km2

According to BMW contribution in R18 RAN workshop [1], the number of URLLC connections requiring low latency and high reliability in the factory floor is 4ms, 99.9999% @400UE/5000m2, which is also consistent with the above summary. The requirements themselves are already a challenge for RAN. 

Considering the burst sending time of different TSC UEs is different, the burst arrival time at RAN side from different TSN UEs will accumulate in time domain, which will lead to service concurrency in some time slots. Due to periodic characteristics, the service concurrency will also occur periodically. When hundreds or even up to thousands of UEs are served under one RAN node, the impacts of service concurrency to the network will be significant. The detail of the impacts is as follows:
Impacts on capacity:

As shown in the following Fig.1, when TSC traffic from multiple UEs arrives at RAN concurrently within some time slots, limited radio resources cannot accommodate these unexpected concurrent traffic arrivals. RAN side will have to schedule limited resources to only few of the TSC UEs, while other TSC UEs with data available will have to wait for a long time to be scheduled. For TSC traffic, such scheduling delay will be unacceptable. Besides, the service concurrency will appear periodically due to periodic TSC traffic. Thus, under the limitation of radio resources and possible periodic service concurrency, only limited quantity of TSC UEs could be supported. Another drawback of service concurrency will be that for some other time slots, there may be few traffic arrivals and the radio resources within those time slots will not be fully used, which causes further resource inefficiency. 
Observation 1: Unevenly traffic arrivals from multiple TSC UEs will lead to periodic service concurrency, which can easily overload 5G system and limit the quantity of TSC UEs could be supported.
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Fig.1 Illustration of service concurrency at RAN side
Impacts on latency:

As the requirement from SA1 (see TS 22.104 [1]), the E2E delay requirement could be lower than 2ms. For the low latency transfer, it may introduce some waiting time and it is an unnecessary waste for latency based on current assumption. Considering TDD mode is deployed in real environment. The uplink packets at UE side may arrive at any time due to no synchronization between industrial device, e.g. a PLC or an I/O device, and 5G system. If the packet arrives at a downlink slot, then it has to wait for the first uplink slot to be transferred and vice versa (see Fig.2). When the PDB value is quite low, for example 2 ms, it is challenging for RAN to fulfill the requirement if the packet missed the first slot, since the typical value is 500 us per slot under 30 KHz SCS. For example, if the transmission latency for transferring a packet in DL on N3 interface is 1 ms. Then RAN have only 1 ms, which means that RAN have only 1 or 2 slot available for fulfilling the 1 ms delay. If RAN is not able to transmit as soon as possible (e.g. due to micro-congestion), the packet will be delivered with a latency greater than the required PDB of 2 ms.
When the CN PDB value is also stringent, it may not be able to be fulfilled the target PDB for example due to be micro-congestion in N3 interface.
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Fig.2 Illustration of misalignment between traffic arrival and available resouce
When a message from a TSC device arrives at RAN, but misses an available transmission opportunity, it will have to wait for a next available transmission opportunity. This may result in that its PDB cannot be guaranteed. Thus, when TSC traffic arrival time is not aligned with transmission opportunity in the air interface, additional delay is introduced by 5G system.
Observation 2: When TSC traffic arrival time is not aligned with transmission opportunity in the air interface, additional delay is introduced by 5G system.
2.2 Potential techniques 

In order to resolve the above impacts, if the RAN reserved pattern, e.g. for SPS/CG resources, can be coordinated with the TSC traffic pattern, it can be one promising solution to solve this issue. For the impacts on capacity, when the traffic arrival time of different TSC UEs at RAN side can be distributed more evenly, RAN node will have enough capability and flexibility to schedule radio resource for traffic from different TSC UEs, to guarantee their requirements of latency and reliability. The desired effect of perfect alignment between TSC traffic arrivals and radio resources is shown in the following Fig.3. 
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Fig.3 Illustration of traffic alignment at RAN side
Besides, for the impacts on latency, when the traffic arrival time of TSC UEs can perfectly match with radio resources, the additional delay at RAN can be minimized. For example, uplink TSC traffic arrives at UE side before available uplink slots, and downlink TSC traffic arrives at RAN side before available downlink slots.

Currently, 5GC can obtain the TSC assistance information (TSCAI) from AF. SMF can make some translation and further deliver the TSCAI to RAN node, in order to assist the RAN to perform efficient scheduling [2]. The parameters contained in TSCAI are excerpted as follows from [2]:

	Table 5.27.2-1: TSC Assistance Information (TSCAI)
Assistance Information

Description

Flow Direction

The direction of the TSC flow (uplink or downlink).

Periodicity

It refers to the time period between start of two bursts.

Burst Arrival time (Optional)

The latest possible time when the first packet of the data burst arrives at either the ingress of the RAN (downlink flow direction) or egress interface of the UE (uplink flow direction).

Survival Time (Optional)

It refers to the time period an application can survive without any burst, as defined in clause C.2.3 of TS 22.104 [105].




Burst arrival time is one key component information contained in TSCAI, which indicates the latest possible time when the first packet of the data burst arrives at either the ingress of the RAN (for downlink) or egress of the UE (for uplink). When burst arrival time of multiple TSC UEs are located within a small time range, service concurrency will be inevitable. Besides, when burst arrival time of a TSC UE misaligned with its available transmission opportunity, additional delay will exist.
In wired networks, similar issue also exists. Additional delay may exist for messages due to traffic collision and possible queueing delay when transmitted via a wired network. TSN is one effective mechanism to resolve the issue. The basic idea is to let a central controller, i.e. the CNC entity in TSN, perform service orchestration to implement a time-aware traffic scheduler. In the TSN protocol [4], the TSN controller can derive the TimeAwareOffset parameter, which specifies the offset that the talker shall use for transmit. The network will further provide such parameter to the talker to adjust its burst sending time. Furthermore, the forwarding time for each message at each intermediate TSN node is also determined by the TSN controller. The detailed mechanism is specified in [4] and can refer to Annex U of the specification. Through such mechanism, determinism with low latency and low jitter can be achieved in TSN.
Observation 3: For TSN system, the network can provide the TimeAwareOffset to TSN talker in order to adjust its transmission. 

However, in legacy mechanism, only transmission delay and resource scheduling in wired links are considered by the central controller. When it comes to wireless network, additional delay caused by air interface transmission has not been taken into account. Thus, even when TSC communication is implemented, it is still difficult to guarantee E2E low latency and low jitter.
In order to support real E2E low latency and low jitter of periodic TSC traffic, further enhancements on TSC shall be further considered. By taking into account of TSN design concept, when the central controller perform optimal service orchestration, the impacts of RAN side additional delay caused by service concurrency as well as RAN resource configuration shall be taken into account. For example, RAN side can deduce its preferred burst arrival time pattern for each TSC QoS flow, by taking into account of TSC latency requirement and its own radio conditions. After that, RAN shall be able to feedback its expected burst arrival time pattern to AF via 5G core network. Furthermore, AF can further coordinate with TSC application to adjust burst sending time based on feedback originated from RAN, but this may within the SA2 scope. A high-level framework for such TSC enhancements is shown in the following Fig.4.
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Fig.4 Cross-layer service orchestration
Proposal 1: In order to support E2E low latency and low jitter of periodic TSC traffic, further TSC enhancements can be investigated, which may include:
· Expected burst arrival time pattern requested by RAN to AF;

· Adjustment of Burst arrival time pattern from AF to RAN.
3. Conclusions
In this contribution, we first analyse the scenario of concurrent transmission for TSC communication, and then propose to investigate further TSC enhancements to support E2E low latency and low jitter in NR Rel-18. We make the following observations and proposal:
Observation 1: Unevenly traffic arrivals from multiple TSC UEs will lead to periodic service concurrency, which can easily overload 5G system and limit the quantity of TSC UEs could be supported.
Observation 2: When TSC traffic arrival time is not aligned with transmission opportunity in the air interface, additional delay is introduced by 5G system.
Observation 3: For TSN system, the network can provide the TimeAwareOffset to TSN talker in order to adjust its transmission. 
Proposal 1: In order to support E2E low latency and low jitter of periodic TSC traffic, further TSC enhancements can be investigated, which may include:
· Expected burst arrival pattern requested by RAN to AF;

· Adjustment of Burst arrival time pattern from AF to RAN.
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