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Introduction
AI/ML provides state-of-the-art performance in image recognition, speech recognition and many other areas. During email discussion before RAN#93-e, companies have clarified their understanding on the areas of AI/ML. After three rounds of discussions, the conclusions given by moderator contain the following areas:
	· Possible project structure for AI/ML related projects in Rel-18, including AI/ML for NG-RAN and AI/ML for Air-Interface
For a candidate Rel-18 SI on AI/ML for Air-Interface, the following areas have been discussed at length and we have a much better understanding now which will be helpful for the drafting of a potential SID:
· Use cases of interest 
· Evaluation methodology and KPIs
· UE and Network involvement including various degrees of collaboration between participating nodes


In this contribution, we give our views on these areas of AI/ML study for physical layer. 
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AI/ML Projects
To our understanding, introducing AI/ML to physical layer is a long-term effort. It is the first time for 3GPP RAN1 to touch this topic. Thorough study is needed to understand how AI/ML operates for physical layer. It does not seem to be urgent to complete normative work in Rel-18. A study item on AI/ML for physical layer over the entire Rel-18 timeframe would be appropriate. 
A large number of use cases have been brought up for the study item. However, including too many use cases is not helpful for understanding the basics of AI/ML. We suggest take a phased-based approach in the study. In the first phase, a number of use cases, such as the use cases summarized in the email discussion, can be studied. Companies can clarify the exact definition of each use case and make down-selection for the second phase of study. In the second phase, the selected use cases can be evaluated in detail to gain deep understanding. 
Proposal 1: An initial study phase is included to clarify and down-select use cases.
Use cases for AI/ML
The use cases for AI/ML has been intensively discussed in the email discussion and some use cases received broad support, such as CSI feedback, beam management, positioning and channel estimation. In the following, we analyze these use cases and provide our views on these use cases.
· Use case 1: CSI feedback
Accurate CSI feedback is important to improve system performance, especially in MU-MIMO scenario. Although high resolution Type II codebook has been designed to report accurate CSI with lager feedback overhead for FDD system, there is still performance gap with ideal CSI feedback. In addition, since singular value decomposition (SVD) is required to calculate beam combination coefficients, the computation complexity significantly increases with the number of subbands and/or antenna ports. AI/ML is considered as a promising technology to address above issues. According to Pre-RAN#93e discussion in NWM and contributions submitted to RAN#92e, a lot of companies are considering CSI feedback enhancement based on AI/ML. However, companies have different thinking on CSI feedback with AI/ML. Such as, there are mainly two alternatives on CSI feedback based on AI/ML.
· Alt1: Based on AI/ML module at network and UE side, the downlink channel is compressed to a codeword at UE side with an auto encoder, and network reconstructs the downlink channel according to the reported codeword with an auto decoder.
· Alt2: UE feeds back codebook-based CSI. Network reconstructs CSI according to the CSI feedback based on AI/ML model at network side. 
For Alt1, if auto encoder/decoder is employed at gNB and UE to compress CSI, gNB and UE need to synchronize the parameters of the AI/ML module which involves air-interface exchanges. At UE side, the input to the auto encoder is the channel in time/frequency/spatial domain and the output is the compressed CSI. The compressed CSI after quantization is conveyed to gNB over uplink channel and gNB would recover the downlink channel from the reported CSI using an auto decoder which is aligned with the encoder used at UE side. Specification support on the AI/ML module synchronization, reporting of compressed CSI is clearly required.
For Alt2, the AI/ML module is deployed at gNB only. UE performs normal codebook-based CSI computing and reporting. Based on the reporting, gNB gets more accurate CSI via a well-trained AI/ML module with normal codebook-based CSI feedback as an input. It is not necessary to synchronize AI/ML module parameter between gNB and UE. The only specification support required is perhaps the CSI reporting optimized for AI/ML operation at gNB.
· Use case 2: Beam management
In current specification, beam management has been supported so that both network and UE can transmit or receive data with better beam leading to performance improvement. But the performance gain is obtained at cost of larger signaling overhead and signal processing with a longer time. In high mobility scenario, the performance gain may be degraded due to outdated beam incurred by beam management latency. BFR is introduced to overcome beam failure due to beam blockage by other objects. AI/ML can be used to solve these issues due to powerful inference and prediction capability. Similar to CSI feedback based on AI/ML, AI/ML module can be operated purely at UE, at gNB, or at both gNB and UE. Companies should have common understanding on beam management use cases.  
· Use case 3: Positioning
Supporting various positioning methods to provide reliable and accurate UE location has always been one of the key features of 3GPP standard. Since Rel-16, 3GPP has specified RAT-dependent positioning methods, including Multi-RTT, DL-TDOA, DL-AoD, UL-TDOA, and UL-AoA. The main application scenarios are indoor (Indoor Office) and outdoor (UMi and UMa). The target horizontal positioning requirements for commercial use cases defined for Rel-16 were < 3 meter (80%) for indoor scenarios and < 10 meter (80%) for outdoor scenarios. In Rel-17 ePos WI, the target horizontal positioning requirements were < 1 meter (90% of UEs) for commercial use cases and < 0.2 meter (90% of UEs) for industrial internet of things (IIoT) use cases.
In the IIoT scenario, especially InF-DH and InF-DL, NLOS and multipath phenomena are universal due to the blockage of obstacles. The amount of LOS channel from TRPs to a given UE is mostly less than 4 for downlink, which degrades the positioning performance greatly. In addition, when the network synchronization errors between TRPs are considered, the positioning accuracy will be further degraded. Under these circumstances, the traditional positioning schemes are difficult to meet the target positioning requirements. 
In order to better overcome these influencing factors, positioning based on AI/ML is gaining interest. In RAN1#105-e meeting, many companies already proposed the mitigation of NLOS/multipath by the use of AI/ML for positioning. For example, AI/ML module can extract the abstract characters of the geometric location of UE from channel information obtained at the receiving end. Data set including labels can be used to train a proper model for the positioning finally. The input of the AI/ML can be channel information such as channel impulse response in time domain and channel frequency response in frequency domain, and the output can be the location of the UE, the time delay or angle between the UE and each TRP, NLOS indication, etc.
· Use case 4: Channel estimation
Compared with traditional channel estimation methods, AI/ML based channel estimation algorithm can achieve better channel estimation performance. There are various study directions of AI/ML based channel estimation, and different directions for channel estimation have different specification impacts.
Direction 1: AI/ML is used to generate new RS pattern with low RS overhead while maitaining or improving the channel estimation accuracy.
Direction 2: AI/ML is used to achieve better channel estimation accuracy with legacy RS pattern.
Direction 3: AI/ML is used to predict subsequent channels by exploiting the strong temporal correlation in history, so as to improve the channel estimation accuracy or reduce the RS overhead.
From the perspective of specification impact, direction 1 requires necessary specification support, and the new RS pattern should be focus on UE specific RS to avoid impacting legacy UEs. For direction 2 and direction 3, these AI/ML channel estimation methods are mainly related to receiver algorithm which is likely to be an implementation issue. Therefore, we should first clarify the study direction of AI/ML based channel estimation to have a common understanding. Whether new RS pattern or UE implementation, it is completely different from the study on CSI feedback and beam management, and shall be clarified first before detailed study in Rel-18.
Based on above discussion, the use cases under consideration are different in terms of AI/ML algorithm, input/output, KPI, etc. Studying all these use cases in a single study item is unrealistic. For example, if CSI feedback and positioning are to be studied together, this study would involve a large group of experts on both positioning and MIMO. The best strategy seems to be focusing the detailed study on limited number of use cases that are related. After we have experiences on AI/ML for physical layer, we can consider more use cases.
Proposal 2: Focus the detailed study on limited number of use cases.
Evaluation methodology and KPIs
The evaluation methodology at least includes data set construction, non-AI/ML based solution for comparison. The KPIs are the evaluation criteria to study the potential gains using AI/ML based solution in comparison with non-AI/ML based solution. Defining evaluation methodology and KPIs is the first step in AI/ML study for physical layer.
· Data set construction
Data set is fundamental for AI/ML model training and performance evaluation. In order to make a fair comparison in AI/ML study for physical layer, the data set used by companies should be consistent. Common data set should be constructed. Data set can be constructed based on existing 3GPP framework, i.e., channel models, link and system level simulations, etc. The parameter assumptions should be specified when generating data set.
Field data can be used to assess the performance of AI/ML model in real-world environments, which is helpful to the performance test of AI/ML model and the verification of practicability in real scenario in the future. But it is not easy for companies to align the collected the field data. In addition, it should be clarified that the field data is common to companies’ evaluation or provided by companies. Therefore, the data set construction based on existing 3GPP framework could be used as starting point of the study, and the methodology of field data collection needs further study.
Proposal 3: The data set construction based on existing 3GPP framework is baseline, and the methodology of field data collection is further studied.
Regarding the partition of data set, the data set should be divided into training data set, verification data set and testing data set. The verification data set may be omitted in evaluation, but the training data set and testing data set are necessary. Since the different purposes of three data sets, the data in the three data sets should be different. Thus a proper mechanism of differentiating data set for different purposes shall be developed.
Proposal 4: A proper mechanism of differentiating training data set, verification data set and testing data set shall be developed.
· Non-AI/ML based solution
For evaluating the potential gains of AI/ML based solution, the non-AI/ML based solution should be identified and taken as baseline in comparison. If the non-AI/ML based solution is not aligned by companies, it is difficult to obtain a consistent understanding on the evaluation results between AI/ML based solution and non-AI/ML based solution. The non-AI/ML based solution may be use case specific or common for different use cases, and the non-AI/ML based solution taken as baseline should be identified once the use cases are specified.
· KPIs
The KPIs are the evaluation criteria for the comparison between AI/ML based solution and non-AI/ML based solution. The KPIs may be use case specific, e.g. the NMSE can measure the error of original channel at UE and the reconstructed channel at gNB. The UE location error can be used as a KPI for the use case of positioning. In addition, there are some KPIs are common for different use cases, e.g., signaling overhead for model transfer and assistance data transmission, complexity, latency, training overhead and so on. 
Network and UE involvement
The Network and UE involvement include various degrees of collaboration between gNB and UE, and the collaboration level can be categorized from the point of view of information exchanging between gNB and UE. The following three categorizations define various collaboration frameworks.
Cat 1: gNB and UE involvement is transparent to each other, and the AI/ML algorithms are a pure implementation issue without specification impact.
Cat 2: gNB and UE exchange the assistance information to improve the performance of AI/ML algorithms, and this level does not require model exchange between gNB and UE. 
Cat 3: gNB and UE need to perform joint operation and this level requires AI/ML model instruction or exchange.
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]Regarding the Network and UE involvement issue, it is related to the use cases of AI/ML study for physical layer. The use case of channel estimation may be a pure implementation at gNB or UE and does not need air-interface changes, which belongs to Cat 1. For the use case of beam management, some assistance information needs to be exchanged such as mobility related information and optimal beam report, Cat 2 is proper for this use case. The use case of CSI feedback may belong to Cat 3 since the joint operation may be needed. Therefore, without a more detailed discussion on the use cases, it is difficult to define some reasonable collaboration framework and judge them are appropriate or not.
In addition, even if Cat 3 is included in the AI/ML study, the joint training between gNB and UE which involves complicated information exchanges should be avoided. The joint training between gNB and UE need to synchronize the parameters or intermediate results of AI/ML model, which leads to complex signaling exchange and large system overhead. For the use case of CSI feedback, the AI/ML model may contains encoder and decoder, and it is preferred that the joint training procedure of encoder and decoder can be performed at gNB. Once the training procedure is satisfied the KPIs of this use case, UE can download the encoder part for inference. 
Proposal 5: Avoid joint training between gNB and UE which involves complicated information exchanges.
‎
Conclusion
In this paper, we provide our views on AI/ML study for physical layer in Rel-18. The proposals are summarized in the following: 
Proposal 1: An initial study phase is included to clarify and down-select use cases.
Proposal 2: Focus the detailed study on limited number of use cases.
Proposal 3: The data set construction based on existing 3GPP framework is baseline, and the methodology of field data collection is further studied.
Proposal 4: A proper mechanism of differentiating training data set, verification data set and testing data set shall be developed.
Proposal 5: Avoid joint training between gNB and UE which involves complicated information exchanges.


