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1. [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In the RAN Rel-18 workshop, many companies showed their interest in AI/ML for physical layer. As summarized in [1], AI/ML including air interface (e.g., Use cases to focus, KPIs and Evaluation methodology, network and UE involvement, etc.) and NG-RAN, received considerable support as one of the potential topics of R18. During the recent Rel-18 email discussion [2], extensive discussion has been made on topics like AI/ML related projects, use cases of interest, evaluation methodology and KPIs, UE and network involvements. In this contribution, we present our updated views on the study of AI/ML.
2. Discussion
AI/ML was discussed in email thread [RAN93e-R18Prep-12], however there is no any formal conclusion achieved. The proposals and/or aspects to be discussed from the moderator in the final round are as below, and our further views on these proposals/aspects are provided in the following sections. 
Candidate AI/ML projects:
	Temporary Title
	SI/WI
	Primary WG
	Secondary WGs
	Notes

	AI/ML for NG-RAN
	WI
	RAN3
	RAN2
	Based on the outcome of RAN3-led Rel-17 SI FS_NR_ENDC_data_collect.

	AI/ML for Air-Interface
	SI
	RAN1
	RAN2, RAN4
	SI for entire Rel-18 timeframe focusing on limited identified use cases, preferably one. 

	Additional Use Cases for AI/ML for NG-RAN
	SI
	RAN3
	
	Study of additional use cases for RAN3 project.



Potential high-level principles:
High-level principles for the candidate SI on AI/ML for Air-Interface: 
· Detailed AI/ML algorithms and models are left for implementation;
· User data privacy needs to be preserved;
· [bookmark: _GoBack]Support of AI/ML shall reuse the existing RAN architecture and new interfaces shall not be introduced.

Candidate use cases for AI/ML for air interface: 
Clearly the following use cases received the broadest support:
· CSI feedback compression (lower overhead)
· Beam management (beam selection, beam recovery...)
· Positioning
· RS overhead reduction (channel estimation)
· Mobility

Evaluation Methodology and KPIs:
· Base the evaluation methodology in AI/ML for Air-Interface study on existing 3GPP framework for evaluations, i.e., statistical channel models (from TR 38.901 and TR 38.857 [positioning]), link and system level simulations, etc.
· Additionally, use field data to further assess the performance and robustness in real-world environments. How the field data set is obtained (per company vs. common data set) needs to be further discussed. 
· KPIs are broadly understood to be use case specific but a number of common metrics prevail, e.g., complexity and performance vs. proper (non-AI/ML) state-of-the-art baseline. Similarly, overhead associated with enabling respective AI/ML scheme should be well documented and accounted for. 
· Evaluated AI/ML schemes should be based on offline training for evaluation.

UE and Network involvement:
Collaboration frameworks as follows:
· 0a) No collaboration framework: AI/ML algorithms purely implementation based and not requiring air-interface changes.
· 0b) No collaboration framework with modified Air-Interface catering to efficient implementation-based AI/ML algorithms purely implementation based.
· 1) Inter-node assistance to improve the respective nodes AI/ML algorithms. This would apply to UEs getting assistance from gNBs (for training, adaptation, etc.) and vice-versa. This level does not require model exchange between network nodes. 
· 2) Joint ML operation between UEs and gNBs. This level requires AI/ML model instruction or exchange between network nodes.

2.1 AI/ML related projects
During the Rel-18 email discussion, potential AI/ML projects have been discussed. In our view, there should be two projects: AI for NG-RAN and AI for air interface. Based on the output of RAN3-led Rel-17 SI FS_NR_ENDC_data_collect, there should be a work item on AI for NG-RAN. As the Rel-17 SI is still ongoing, detailed scope of the Rel-18 WI can be further discussed based on the final outcome of the ongoing SI. On the other hand, there should be a study item on AI for air interface, and the SI would last for entire Rel-18 time frame. The discussion of a potential SI using AI/ML for air-interface thus should focus on physical layer use cases. For additional use cases for AI/ML for NG-RAN, we think it is premature to decide at this stage, since it depends on the out-come of the on-going RAN3 Rel-17 SI FS_NR_ENDC_data_collect.  
Proposal 1:  For Rel-18, there should be two projects for AI/ML, i.e. WI on AI for NG-RAN and SI on AI for air interface as given in the table above from the moderator of [RAN93e-R18Prep-12].

2.2 High-level principles
In the RAN3 Rel-17 study item FS_NR_ENDC_data_collect, some high-level principles have been discussed and agreed for AI/ML [3]. Specifically, in order to ensure a consistent framework with compatibility and interoperability between AI/ML for physical layer and AI/ML for NG-RAN, the following principles agreed for the Rel-17 SI should also be applied for the potential study of AI/ML for physical layer:
· Detailed AI/ML algorithms and models shall be left for implementation
· AI/ML schemes shall not impose any privacy concerns
· Existing network architecture should be reused, and new interfaces shall not be introduced
In addition to ensure a consistent framework with compatibility and interoperability between AI/ML for physical layer and AI/ML for NG-RAN, some additional reasons/explanations are given below also:  
Firstly, it is preferred that detailed AI/ML algorithms and models shall be left to implementation, so that vendors can be able to implement their own competitive algorithms and models. AI/ML is a fast developing field, and lots of new AI/ML algorithms and models are being proposed by the AI/ML community. Specifying details of AI/ML algorithms and models will limit the power of AI/ML for wireless networks, and may hinder the flow of the discussion. For clarification, applying this principle here doesn't mean setting up some AI models for the purpose of performance evaluation and calibration is precluded. 
Secondly, for AI/ML schemes, plenty of data would be necessary for model training and model inference. It should be ensured that user data privacy should be respected during AI/ML operation and it should be also discussed which data is accessible by which logical nodes. Even for the physical layer data, if the related UE information is collected or can be derived, e.g., IDs, position, user data privacy is still relevant. 
Thirdly, for the potential study, AI/ML functionality should reside within the current RAN architecture, the existing network architecture should be reused, and new interfaces shall not be introduced. The reasons are summarized as following:
· New network architecture or interfaces will complicate the system, much more standardization work load will be introduced to identify the details. 
· Backward compatibility no longer holds, and it would be harder to upgrade legacy network equipment and user devices to support the AI/ML functionalities.
· New network architecture or interfaces can introduce risk of security and privacy issues. 
· Scalability of AI/ML functionalities can be limited since there are more involved network entities.
· To support potential AI/ML functionalities, enhancements based on current signalling/channel/interfaces would be enough, there is no need to introduce new network entities. 
There are also many of other principles agreed after extensive discussion in the current RAN3 item of FS_NR_ENDC_data_collect that may also preferably be applicable to R18 related projects, while we observe the three discussed in the email discussion received much wide support and can be the baseline requirement for R18 potential new study. 
Proposal 2:  The following high-level principles are the baseline requirement for a potential R18 study on AI/ML for air-interface: 
· Detailed AI/ML algorithms and models shall be left for implementation;
· AI/ML schemes shall not impose any privacy concerns;
· Existing network architecture should be reused, and new interfaces shall not be introduced.
2.3 Potential use cases
During Rel-18 email discussion, potential use cases for AI/ML for air interface have been discussed. The use cases proposed by the moderator to be focused for Rel-18 study on AI/ML for physical layer include CSI feedback, beam management, positioning, RS enhancement, mobility. Among these use cases, mobility is one of the use cases discussed in Rel-17 SI on AI for NG-RAN, and it is not clear what additional thing in physical layer we can enhance for at this moment. For the other use cases, we generally agree to further discuss or study in Rel-18, with the understanding that those use cases can well fit the above principles. 
Furthermore, more careful study is needed in order to identify the most beneficial enhancements for a certain use case before starting to limit its scope. For example, CSI feedback can be improved to have either lower overhead or higher accuracy. Similarly, RS can be enhanced by either reducing the overhead or increasing the number of antenna ports. It should be left with sufficient room to understand what (specific area) can be enhanced for certain use cases as part of the study in WG. Therefore, it is preferred to include the use cases in a more general level description and remove the details from the use case description.  
Proposal 3: The following use cases can be considered for AI/ML for air interference:
· CSI feedback
· Beam management
· Positioning
· RS enhancement
2.4 Evaluation methodology and KPIs
 For the potential study of AI/ML for air interface, detailed evaluation is necessary to justify the benefits of AI/ML schemes and necessity of the related standard impacts. As there is no evaluation of AI/ML schemes ever before in 3GPP, the evaluation methodology need to be carefully studied. In general, link-level and system-level simulations are necessary for the performance comparison of AI/ML schemes and traditional schemes. Detailed simulation parameters and performance metrics would depend on the use cases. 
[image: ]
Figure 1. Example of evaluation procedure for AI/ML schemes
Figure 1 shows an example of evaluation procedure for AI/ML schemes. First, the model training input will be generated, then the model training output would be the optimized AI/ML models. Then, the model inference input will be generated, usually independent from the model training input. For model inference, one or multiple physical layer modules are replaced or augmented with the optimized AI/ML models by model training. Finally, the performance of AI/ML models can be evaluated. For system-level simulation, physical layer abstraction can be applied for the detection and decoding. If AI/ML models is applied, how to apply the physical layer abstraction may also be considered. 
During Rel-18 email discussion, it was proposed that evaluated AI/ML schemes should be based on offline training for evaluation. There is lack of clear definition of offline training, it is not clear either input generation or model training is offline, or both are offline. It seems different companies may have different interpretation/understanding on online training and offline training, and it may also be related to the specific use case,  therefore it is better to do the discussion in the study phase. 
Proposal 4: Procedures of model training and model inference can be further discussed during study of AI/ML for air interface. 

The inputs for model training and model inference is important for the evaluation of AI/ML schemes. For physical layer use cases, the inputs for model training and model inference can be channel response, noise, transmitted symbols, received symbols, CSI measurements, reference signals measurements, UE positions, and so on. As shown in Figure 2, with different model training inputs, the trained AI/ML models would be different. Similarly, with different model inference inputs, the performance results would also be different. Therefore, the inputs for model training and model inference should be aligned during evaluation. 
During Rel-18 email discussion, proposals on how to generate input for model training and model inference have been discussed. To generate the inputs for model training and model inference, one option is to apply the 3GPP channel models in TR 38.901, which is simple and easy to calibrate. With the 3GPP channel models and commonly used simulation platform, the inputs with different size can be easily generated, and the distribution will depend on the simulation setting. Besides the 3GPP channel models, other options of inputs can also be considered, e.g., field test. 
Besides the generation method, there are also other issues need to be considered. For example, the inputs for model training and model inference should be independent during evaluation, which can also have different size and distribution. To make sure the evaluation results from different companies are comparable, careful performance calibration is necessary. In general, the inputs for model training and model inference should be aligned for evaluation. This can be done by either sharing the inputs among companies, or the details of inputs generation, e.g., deployment scenario, selected channel models, noise distribution, number of samples, delay, and so on.
Proposal 5: Details of input/output for model training and model inference can be further studied during the study of AI/ML for air interface.
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	(a). Input/output for model training
	(b). Input/output for model inference


Figure 2. Input/output for model training and model inference
3.5 UE and Network Involvement
During the Rel-18 email discussion, collaboration framework for AI/ML for air inference, including categorization of different collaboration levels between UE and network, was raised and some companies provide views on it. 
Our view is that it is too early to identify the inter-node collaboration levels at this stage. As we mentioned in the initial round, UE and Network involvement for AI/ML for Air-Interface should be discussed for each specific use case, by considering the procedures of model training and model inference. The signalling between network and UE can also be different for each use case. The corresponding details need to be ironed out during the study item. Without more detailed discussion on the use cases, it is difficult to judge whether the current categorization is appropriate or not, which may result in wrong direction also. Nevertheless, our view is that detailed AI/ML algorithms and models are left for implementation.
Proposal 6: Details of UE and network involvement should be discussed during the SI phase.

3. Conclusions
In this contribution, some updated views on Rel-18 AI/ML are provided, with the following proposals:
Proposal 1:  For Rel-18, there should be two projects for AI/ML, i.e. WI on AI for NG-RAN and SI on AI for air interface as given in the table above from the moderator of [RAN93e-R18Prep-12].
Proposal 2:  The following high-level principles are the baseline requirement for a potential R18 study on AI/ML for air-interface: 
· Detailed AI/ML algorithms and models shall be left for implementation;
· AI/ML schemes shall not impose any privacy concerns;
· Existing network architecture should be reused, and new interfaces shall not be introduced.
Proposal 3: The following use cases can be considered for AI/ML for air interference:
· CSI feedback
· Beam management
· Positioning
· RS enhancement
Proposal 4: Procedures of model training and model inference can be further discussed during study of AI/ML for air interface. 
Proposal 5: Details of input/output for model training and model inference can be further studied during the study of AI/ML for air interface.
Proposal 6: Details of UE and network involvement should be discussed during the SI phase.
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