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1. Introduction

AI/ML based air interface enhancement received widely interested in last Rel-18 workshop and is recognized as an important direction for further discussions [1]. It is the first time that AI/ML for air interface is formally discussed in RAN and details about use cases, KPIs and evaluation methodology, network and UE involvements should be well studied. In this contribution, we will provide some considerations on the study of AI/ML for air interface enhancement.
2. Discussions 
2.1 General views
There is a study item for AI/ML for NG-RAN [2] and some agreements on AI/ML functional framework is achieved. These agreements could be used for the starting point for AI/ML for air interface. Besides, due to the highly dependency of AI/ML model and dataset, detailed AI/ML model should be left for implementation and not specified in 3GPP. 
Proposal 1: Detailed AI/ML model should be left for implementation and will not be specified.
In order to support both air interface and higher layer AI/ML based enhancements, unified network structure should be considered. In the high layer study, data collection and analysis unit will be considered to support various use cases. Although the supporting use cases are different, AI/ML model training and inference could be based on common hardware and the unified network structure could be applied for both AI/ML for NG-RAN and air interface enhancements. Once the network structure for AI/ML enhancements is fixed in RAN3, the same framework should be considered as the starting point for air interface enhancements. 
Proposal 2: Unified network structure should be considered for AI/ML based air interface and higher layer enhancements in RAN.
2.2 Use case
Based on the proposals in Rel-18 workshop and email discussions, many use cases for AI/ML based air interface enhancements are proposed, including CSI feedback, channel estimation, positioning, channel prediction, beam management, hybrid beamforming, link adaptation, resource allocation, inference management and so on. CSI feedback compression and DMRS channel estimation are chosen for the tasks for the 1st and 2nd wireless AI competition. AI/ML based solution shows great potentials on overhead reduction and performance improvements [3][4].
Due to the limitation of TU allocation and time consumption of simulation related works, it is not possible that all use cases have the chance to be evaluated and specified. A pre-study phase could be included for a better understanding of the potential use cases for further evaluation and specification works. The detail operation mechanism, dataset, AI/ML model, network and UE involvement, typical deployment scenario(s) and KPIs of proposed use cases could be studied. According to the email discussions, some use cases achieving higher attention, including CSI-feedback, beam management, positioning, reference signal overhead reduction, mobility, etc., could have higher priority to be studied. 
Proposal 3: A use case study phase should be considered for AI/ML based air interface enhancements.
2.3 Evaluation methodology and KPIs

For air interface related AI/ML use cases study, performance evaluation is necessary. This process is different from the study in RAN3 and SA. Performance evaluation could provide a quantitative comparison between traditional deterministic algorithm and AI/ML based algorithm, which is the baseline for further specification works. Besides, new evaluation methodologies developed for performance evaluation will promote air interface related datasets construction and typical AI/ML model exploration. In the long run, this procedure will accelerate the integration of wireless and AI/ML technologies.
In general, the evaluation methodology and KPIs should be defined case by case. Existing link level and system level simulation could be used as baseline for performance comparison. Dataset construction for training/testing/verification and AI/ML model as new elements should be discussed further.
2.3.1 Dataset
Dataset construction for AI/ML based air interface enhancement should consider complex wireless channel. Existing 3GPP channel model could be used as baseline for performance evaluation. On one hand, the existing channel models based on a lot of research and measurement works can well reflect the actual channel characteristics. On the other hand, the existing channel models are easy to generate, process and reproduce, which is conducive to research and performance comparison.
Proposal 4: Existing 3GPP channel model could be used as the baseline for wireless channel related dataset construction.
The way of dataset construction for performance evaluation should be use case specific. Considering the powerful processing capability of AI/ML model, multiple data types could be processed in parallel. More data types, besides simulated wireless channel data, could also be part of dataset for model training. In order to test the generalization ability of AI/ML mode, some companies propose to use field data further assess the performance and robustness in real-world environments. The usage of field test data needs further discussions as parts of the study, including how the field test data is obtained, whether the field test data should be part of training data or only be used for testing. If the field test data is obtained per company, it might not be necessary to preclude that field test data is explicitly included for performance verification/calibrations between different companies.
Proposal 5: The usage of field test data should be part of the simulation methodology study.
2.3.2 AI/ML model

AI/ML model, including model training and inferencing, is an important part for performance evaluation. AI/ML model is highly related to dataset. Even though we could utilize some field test data in dataset construction, there is no clear evidence that the AI/ML models used in simulation phase could be directly applied to real deployment. However, the AI/ML model exploration with simulated dataset is still crucial to verify the feasibility of each use case and it will provide important reference value for the AI/ML model structure in real deployment.
The development of AI/ML model under a given dataset requires a lot of time and computational power. It could be imagined that simple AI/ML model could not achieve good performance for complex wireless channel related use cases. In principle, we could recognize the channel information at one timeslot as a picture and some typical model developed in AI domain could be used to solve the problem of air interface enhancement. Some reference AI/ML models could be provided from different companies for performance calibration. The value of the reference AI/ML model lies not only in the performance verification, but also in some information of the model itself, such as model size, structure, training mode and computing power, which provide important clues for the follow-up study and specification works.

Proposal 6: Reference AI/ML models could be provided for performance verification. 
2.3.3 KPIs
The common KPIs for air interface design includes complexity, throughput, latency, spectrum efficiency, overhead, etc. KPIs used for performance comparison are usually use case specific. The explicit benefits of AI/ML for air interface mainly include overhead reduction and throughput improvements. In general, KPIs used in LLS and SLS is hard to directly applied to AI/ML model training process. Back propagation (BP) algorithm used in AI/ML model training requires the definition of loss function, like generalized cosine similarity (GCS), normalized mean square error (NMSE). Besides common KPIs, it is worthy considered that some AI/ML related KPIs are used for performance evaluation.
Proposal 7: AI/ML related KPIs could also be considered for performance evaluation.
2.4 Network and UE involvement

Network and UE involvement level will affect the operation of different use cases. For different use cases, AI model deployment mode is different. Some use cases require both network and UE to deploy AI models symmetrically, while some use cases require AI model to be deployed at one side. The collaboration frameworks are proposed in email discussions for better understanding of network and UE involvement level. With the collaboration frameworks, we could categorize the network and UE behaviors for model training and inferencing. Further use case down-selection (if needed) and specification works could be operated based on the collaboration framework. The detail discussions on collaboration frameworks for network and UE involvement could be included in the use case study phase.
Proposal 8: Collaboration frameworks for network and UE involvement could be included in use case study phase.
3. Conclusion
In summary, the following proposals are provided:
Proposal 1: Detailed AI/ML model should be left for implementation and will not be specified.
Proposal 2: Unified network structure should be considered for AI/ML based air interface and higher layer enhancements in RAN.

Proposal 3: A use case study phase should be considered for AI/ML based air interface enhancements.
Proposal 4: Existing 3GPP channel model could be used as the baseline for wireless channel related dataset construction.
Proposal 5: The usage of field test data should be part of the simulation methodology study.

Proposal 6: Reference AI/ML models could be provided for performance verification. 
Proposal 7: AI/ML related KPIs could also be considered for performance evaluation.

Proposal 8: Collaboration frameworks for network and UE involvement could be included in use case study phase.
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