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1 [bookmark: _Ref298777854]Introduction
This document identifies preliminary solutions to address NR areas of impact identified in 3GPP TR 38.811 associated with the operation of NR radio interface in Non-Terrestrial Networks.
[bookmark: _GoBack]They have been identified with experts from RAN1, RAN2 and RAN3 WG to address the problems assessed in chap 7.3 of TR 38.811 for NR to support Non-Terrestrial networks. 
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3 Possible solutions enabling NR to support non-terrestrial networks
3.1 Hand-Over and paging
The following describes in some details how handover and paging may operate successfully and efficiently in the NGSO satellite networks, assuming the NR UEs are capable of geo-location and the ephemeris information of the NGSO satellites can be made available to the satellite RAN. (For fixed installations, UE locations can be reported once at time of installation.) 
The ephemeris information of the NGSO satellites may be used to determine their footprints of each beam, and its velocity all the time. Therefore, for a given UE location at any given time, the network has information as to which beam of which satellite covers that location best.  It also knows the duration that UE location would remain to be covered by the beam and which beam on the same satellite, or a different satellite will be the best candidate to switch over next, and at what time. 
With positioning information of all UEs available to the network, the need for measurement reports for use in triggering handovers can be dispensed.  It is possible to simplify the handoff procedure and reduce the overhead required by preprogrammed or anticipated beam coverage based on satellite motions.
For paging, similar to handover, given the UE location, Satellite RAN determines the Tracking Area information and provides it to Access Mobility Management Function (AMF) similar to that provided by RAN in NR.  AMF responds to UE with a list of tracking areas, or registration area that the UE is allowed to move without a need to inform the network when UE is in CM-Idle state. Given that tracking areas are defined on the ground and Non-GEO beams are moving, there is no one-to-one correspondence between moving beams and fixed tracking areas or registration areas on the ground. 
In CM-IDLE state, when a UE moves out of the Registration Area, UE is required to notify the AMF via a Registration procedure. In NR, a UE discovers that it has moved out of the current Registration Area by listening to the System Information Broadcast (SIB) in the current radio cell. SIB transmitted by RAN contains Tracking Area information. If the Tracking area information received on SIB does not belong to the Tracking Area list provided by AMF, then UE executes a Registration procedure providing the current tracking area details to AMF. The AMF then sends a new Tracking Area list (Registration Area) to UE. This allows the AMF to page in the most recently known Registration Area. 
For NGSO, without the one-to-one correspondence between a Tracking Area and a beam, one way to inform UE about its Tracking Area Contour (TAC) is to broadcast the TACs and their vertices that the beam is touching and UE compares its own location with broadcasted vertices to determine its TAC. Another way is for Satellite RAN to supply TAC information to UE.  Both approaches require overhead for such transmission.  To minimize the transmission overhead, the UE in LEO/MEO satellite systems may update Satellite RAN about its current geo-location after it has moved a certain threshold distance since its last update. Satellite RAN provides a response to UE that will allow UE to determine if it needs to perform a registration area update using existing Registration procedures. To this end, the UE can provide information about Registration Area (that it had received from AMF as part of initial registration procedure) to Satellite RAN.  With this approach, the AMF is aware of the UE location with a granularity of the threshold distance, say TH km, all the time, while most of the NR handoff and paging protocols can be maintained with some modification with knowledge of the UE location and satellite ephemeris information.
When there is an incoming packet to a UE in CM-IDLE state, the AMF will send a page to SRAN along with Registration Area information.  The SRAN is aware of all the beams and satellites that cover the Registration Area and can therefore transmit a page in all beams and satellites covering the Registration Area.  To minimize the number of beams that must send the page, it is possible to for the SRAN caches the UE position whenever it receives location information from UE. This location is maintained in the database even when the UE goes to CM-IDLE state. When Page arrives from AMF in CM-IDLE state, SRAN queries the location database, determines the beam that covers the last reported position of the UE and pages on only on that beam and not the entire Registration Area. 
This is illustrated in Figure 1. The corresponding simplified call flow is illustrated in Figure 2. Items in red font in Figure 6 are the key changes to terrestrial protocol. It is important to note however that the changes are all in the Access Stratum between UE and SRAN. No modifications are required to NR elements. If there is no page response, SRAN dilates the paging area to include the TH km of ambiguity in its location since last reporting. Paging from AMF identifies a UE by its S-TMSI. This allocation is only known to AMF and UE. In order for SRAN to look up the database, it needs knowledge of S-TMSI. This information is provided to SRAN by UE along with location reporting. 
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Figure 1.. Satellite beam in which Paging will occur based on last reported position
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Figure 2. Simplified Call Flow for Paging and Registration in LEO/MEO Satellite System in CM-IDLE State
In NR, paging can also occur when UE is in CM-CONNECTED state, but RRC Inactive state [31-1]. In this case, the AMF does not page the UE, however SRAN initiates the Page. The location of a UE in RRC Inactive state is known by the SRAN on a SRAN Notification area granularity. A UE in RRC Inactive state is paged in cells of the SRAN Notification area that is assigned to the UEs. The UE location reporting procedure and SRAN paging techniques described for CM-IDLE state also applies to CM-CONNECTED state, RRC Inactive state. This is illustrated in Figure 3.
SRAN further optimizes paging performance based on user terminal mobility attributes. As an example, for stationary terminals, SRAN only pages on the beams based on its last reported position. For user terminals with higher mobility, paging dilation is performed in beams that cover TH km of ambiguity. Furthermore, SRAN may page with different levels of penetration to different user terminal types and for different traffic types.
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Figure 3. Simplified Call Flow for Paging in LEO/MEO Satellite System in CM-CONNECTED RRC-INACTIVE State

3.2 TA adjustment in case of NGSO
[bookmark: _Toc494837626][bookmark: _Toc509391306][bookmark: _Toc509391453][bookmark: _Toc509391542][bookmark: _Toc509391619][bookmark: _Toc509391701][bookmark: _Toc509392156][bookmark: _Toc509476528]A strong delay variation is caused by moving satellites generating a fast change in the overall distance of the radio link between UE and BS via satellite. The delay is much higher and variable over a satellite radio link than over a terrestrial radio link. This delay largely exceeds the TTI (Equivalent to one frame) of NR which is equal to or less than 1 ms. However, the delay variation is quite predictable knowing the satellite orbits and UE position. The timing advance command could be anticipated so that when received by the UE, it takes into account the propagation delay time and the actual position of the NGSO satellite.

3.3 Initial synchronization in downlink
In case the altitude of the satellite or the number of beams is not sufficient to reach the maximum requirement of 5 ppm, 2 approaches should be considered:
· Doppler shift pre-compensation in NTN network infrastructure (on board or on ground) or in NTN enable UE (with a GNSS receiver);
· Search for PSS signal with different frequency carrier offsets.
A Doppler shift pre-compensation can be achieved per cell (beam foot print). Knowing the ephemeris of the LEO satellite and the foot print, specific frequency correction can be applied in each beam foot print by the NTN network infrastructure (on board or on ground).
Doppler shift pre-compensation can also or alternatively be achieved with the implementation of a GNSS receiver in the NTN enabled UE and the processing of ephemeris of the satellite constellation stored.
Another solution discussed is the search for PSS signal with different frequency offset. For example in S band, the maximum Doppler shift is +/- 48 kHz. To fall back on +/-28 kHz residual error offset, different search could be run with k={-1;0;1}, and central frequency of search is: F . The same could be done in Ka band: the maximum Doppler shift is +/- 480 kHz. If SCS is 240 kHz, to get good performance, +/-112 kHz residual error offset should be obtained. In that case,  different search could be run with k={-2;-1;0;1;2}, and central frequency of search is: F . There is an increase of processing complexity by doing so, but for satellite, less frequencies have to be scanned compared to terrestrial. Hence the added complexity is limited and expected to be implemented in NTN terminals.
3.4	Delay tolerant HARQ solutions
The following describes some of the identified NR features that can be supported and extended to facilitate HARQ for NTN.
Further HARQ enhancements supporting NTN
In the following, possible further enhancements to support NTN are outlined.
· Extending the minimum number of HARQ processes
It is agreed in NR to support a flexible number of HARQ processes to support different use-cases with moderate RTT delays, e.g., satellites with MEO and LEO constellations as well as extreme coverage. Currently NR supports 8 and 16 HARQ processes as a baseline. However, for NTN integration the number of HARQ processes needs to be increased. Therefore, it is necessary to further study the optimal extension of the minimum number of HARQ processes.
· Flexible HARQ timing
The HARQ processing time in the DCI includes at least the time between DL data reception and the corresponding HARQ-ACK transmission in UL. It also includes the time between UL grant reception and the corresponding UL data transmission [34-1]. This should be also affected by the satellite delays, and thus needs to be studied further. A modification of the corresponding DCI control field/format should be further investigated.
· Adaptive HARQ-process ID
Asynchronous HARQ can be scheduled at any time slot after N subframes, with N being the configured number of HARQ processes. Therefore, a HARQ-process ID is used to indicate which HARQ process refers to an existing transmission [34-2,34-3]. Hence, it is important to study how to efficiently introduce more HARQ processes with less impact on the number of HARQ process IDs. 
· Code block group (CBG) aggregation for reduced HARQ acknowledgements 
In NR, code-block group (CBG) aggregation is supported, where data transmission can be scheduled to span one or multiple code-blocks (CB). For each CBG, one HARQ feedback is sufficient to be transmitted for all aggregated code-blocks [34-2, 34-3]. The number of required HARQ processes and HARQ feedbacks can thus be significantly reduced. Therefore, the impact of longer delays in NTN needs to be considered for CBG, and whether or not the aggregation among TBs (rather than CB) can enhance the HARQ.
Limiting the number of HARQ processes or disabling HARQ
For some satellite constellations, the number of HARQ processes is too high, e.g., GEO can reach 500 HARQ processes for a 1ms subframe length. In this case, mechanisms should be studied to significantly reduce the number of HARQ processes. In some cases, we might need to disable HARQ completely and allow only the initial transmission, RV0. 
The HARQ deactivation/(re)-activation (and/or switching to ARQ) can be initiated either by the gNB or by the UE [34-4, 34-5, 34-7]. This can be done dynamically (e.g., per transmission of one or more transport block(s)) or semi-statically (e.g., by a deactivation for a period of time or over a region). Different mechanisms and metrics are needed to decide whether to enable or disable HARQ, e.g., the UE QoS, memory size, round trip time, network type, or transport block size, etc. Hence, it is important to study the impact of disabling HARQ on NR (e.g., impact on the TBS, MCS, etc.). It is also important to consider the following HARQ reliability mechanisms to support disabling HARQ:
· HARQ-less operation and redundancy transmission
TTI bundling and HARQ-less repetition (LTE Rel 15), can be used to completely avoid retransmissions; thus avoiding the large number of required HARQ processes and the excessive HARQ feedback. In NR release 15 –December freeze – it was also agreed upon a similar mechanism for UL, the k-repetition [34-2, 34-5, 34-3, 34-7]. Those k repetitions can be similar to the initial transmission or following a certain RV sequence [34-6]. For current NR, bundling and repetition are only supported in the time domain. Therefore, the impact on repetition value k, rate reduction (i.e., 1/k), and the TBS/MCS tables need to be studied.
· Utilizing terrestrial dual-connectivity
In case of deactivated HARQ, when it is required to guarantee a certain QoS, the HARQ operation can still be resumed (with a reduced latency) utilizing a dual-connectivity (DC) with a ground station (gNB) in a terrestrial network offloading scenario. The ground gNB might be backhauled using a satellite reliable link or lose-less connection to the network. Once the UE is in the coverage of both, terrestrial and non-terrestrial node, the initial transmission can be sent over the NTN link, while HARQ retransmissions (other RVs) and HARQ ACK/NACK feedbacks can simply flow over the terrestrial links (i.e., rather than the longer delay NTN links) as illustrated in Figure 7.3.3.1-3. In other scenarios, rather than a network offloading scenario, dual connectivity can gain performance utilizing L2 aggregations, e.g., PDCP aggregation. Hence, it is important to further study the impact on NR HARQ operation in case of DC with an existing terrestrial gNB to include HARQ redundancy decoding at physical layer and/or L2 aggregation if possible. The impact on HARQ timing, the number of HARQ processes, and the HARQ process ID/synchronization need to be identified in this case.
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Figure 7.3.3.1-3: The HARQ RVs are transmitted to the gNB via a satellite (or non-satellite) backhauling network. The gNB transmits the RVs to the UE upon HARQ negative acknowledgement NACK
Any of the previous NR mechanisms, e.g., HARQ-less repetitions, dual-connectivity, can be studied with HARQ being disabled or enabled.

3.5	Timing advance adjustment
MEO, LEO and HAPS systems feature a strong varying delay because satellite/HAPS and UE are fast-moving and are not relatively static. In this case, some problems arise, the individual timing advances of the UEs have to be fast dynamically updated and appropriate TA index values are needed to solve the long strong delay in the overall distance of the propagation on NTN link.
This chapter highlights the fact that there is a strong requirement for fast TA adjustment in case of satellite links compared to terrestrial communication, as the distance of the mobile terminal to the base station is only varying slowly (compared to the speed of a spacecraft) due to terminal mobility in terrestrial case. The issues or technical problems to solve, related to TA alignment in Satellite communications, are as follows:
1. A strong delay variation is caused by moving satellites (e.g. in LEO and MEO orbits) generating a fast change in the overall distance of the propagation from UE over Satellite to BS.
2. The delay is much longer over a satellite link than one TTI (in LTE 1 ms)
The delay over satellite links (earth hub station containing a BS  satellite  mobile terminal) has a strongly variable delay in case of non-geostationary satellites. LTE and NR require that all mobile terminals have to transmit on the return link such that all signals arrive synchronously at the earth hub station / BS within the cyclic prefix (CP) (in LTE and NR with 15 kHz SCS: 4.7 μs). So, the individual TA’s of the mobile terminals have to be adjusted dynamically over time, according to variable distance between BS and UE, e.g. due to movement by cars, planes, by pedestrians etc. In case of terrestrial communication, the distance (and thus the delay over the transmission link) is determined only by the rather low mobility of the UE (compared to satellite speeds), since all BS are normally static. 
DL/UL transmissions are organized into frames with 10ms duration, where one frame consists of 10 subframes of 1ms duration each, and is divided into two equally-sized of 5 sub-frames each [35-1]. Timing advance (TA) is necessary to ensure that the downlink and uplink sub-frames are synchronized at the gNB. 








In other cases, a timing advance command [35-2], , for a TAG indicates adjustment of the current  value, , to the new  value, , by index values of  = 0, 1, 2,..., 63, where for a subcarrier spacing of  kHz, . As shown in Figure 1, transmission of uplink frame number  from the UE shall start  before the start of the corresponding downlink frame  at the UE, where  can be derived by the UE based on the index value  from gNB,  depends on the duplex mode and frequency range in uplink transmission, and  is the basic timing unit [35-1][35-3][35-4]. 	
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Figure 1: Time alignment at gNB with TA
A technical issue arises, when satellite links are included in the transmission chain. In this case, the strong delay variation caused by the moving satellite (e.g. in LEO, MEO orbits) is generating a fast change in the overall distance of the propagation from UE over sat to BS. Figure 3 shows exemplarily the variable one way delay over the link from hub station / BS over LEO satellite at an orbit speed of ~7500 m/s to mobile terminal with either pure UE functionality or Relay-to-Network type of UE. A high differential delay variation of up to 35 µs/s is experienced in this scenario, requiring a very fast update of the TA adjustment in the mobile terminal. 
[image: ]
Figure 3: Exemplary delay variation over satellite Link in LEO constellation
In case of satellite, the high delay drift of individual non-GEO satellites is quite predictable because the motion of the satellites follow known paths. The very fast update of the TA neither required in terrestrial links, nor GEO satellite links. In both scenarios, the terminal mobility is dominating the TA requirements. 
Table 7.3.2.2-1: TA granularity, and step size with SCS.
	Subcarrier spacing (SCS) configuration parameter, µ  
	SCS [kHz]
	RB band-width [kHz]
	TA gran-ularity [Ts]
	Tstep [ns]
	Max Ta step size [µs]

	0
	15
	180
	1024
	520.83
	16,6

	1
	30
	360
	512
	260.42
	8,3

	2
	60
	720
	256
	130.21
	4,15

	3
	120
	1440
	128
	65.10
	2,1

	4
	240
	2880
	64
	32.55
	1



This max Ta step should be valid only for extended cyclic prefix. With normal cyclic prefix, we expect this maximum step not to exceed the normal CP length (e.g. CP length is 4.7 µs in 15kHz SCS case). It means that the number of Ta commands to be sent per second to track the maximum drift of 35 µs/s is about 10 per second for 15 kHz SCS case, 40 per second for 60 kHz SCS, and 80 per second for 120 kHz SCS case. The number of Ta commands to be sent per second is important but can be implemented.
Another technical issue that arises is that the delay variation over the satellite link is much more than a TTI. E.g. if the subcarrier spacing (SCS) is increasing from 15 kHz to 60 kHz, the TTI goes down from 1 ms to 250 μs. The required TA adjustment range for satellite links (~3 ms in the example in Fig. 3) will become larger that the TTI with any SCS selection and the transmission timing of the UE has to be adjusted over the borders of individual TTIs.
Solutions need to be investigated to ensure alignment of uplink signals over the NTN links to overcome the predictable delay of NTN.

3.6 MAC/RLC procedures
ARQ requires that the transmitted packets be buffered in anticipation of potential packet loss and released only after the successful receipt of an acknowledgement, or until a time-out mechanism reinitiating a retransmission. The long round trip delay (270 ms at the maximum between UE and satellite base station for GSO satellite) requires larger transmission buffer, and potentially limits the number of retransmission allowed for each transmitted packet in both the forward and return links. Note that in LEO satellite systems, the ARQ transmit buffer size, and retransmission mechanism must be designed for the longest possible delay, i.e. at the lowest elevation (7 ms when the satellite is seen with 10° elevation).
For efficient ARQ operation in GEO or NGSO satellite networks, NR UE and base stations must size their transmission buffer and the retransmission time-out mechanism according to the longest round-trip delay to be anticipated.  The number of retransmissions allowed before a packet is dropped from the retransmission buffer may also be adjusted.
UL scheduling delay parameters are expected to be redefined to accommodate the RTT of the associated deployment scenario. 

3.7 Physical layer procedures (ACM, power control)
While slower reaction on the control loops affects the performance of all the control loops between UE and base station, most of them require some adjustments in implementation, but not fundamentally different design. While the link margin may be different for specific links and systems depending on applications, satellite power is typically at a premium. Due to the large free space loss and limited EIRP and battery power available at UE, power margin is also limited for mobile terminals.  Thus, a very limited amount of power control, if at all, is available for the GEO satellite links. Due to the long delay in the loop, the power control is not expected to track fast fading, but may be used to track slower power variations. 
For Ka-band satellites, ACM is an essential tool that maintains connection through rain fades, which typically changes somewhat slower than the ½ second round trip delay.  It generally works well with some hysteresis to avoid excessive oscillations between two ACM modulation coding modes.  But, this reaction time is too slow for ACM to adapt for changes of signal strength for mobile terminals when line of sight is interrupted by shadowing.
For GEO systems in S-band, the main issue is multipath fading, which can be much faster than ½ second round trip delay.  As such, ACM will not be able to follow it.  ACM algorithm typically attempts to settle on a modulation coding mode that closes the link if possible, by giving up some power to maintain a margin. For LEO satellites, ACM may also be used to adapt for the large variation of free space loss.  The variation is sufficiently slow compared to the 20 ms worst case round trip delay.  It should also be able to react to shadowing fades to a large extent, but still unable to follow fast fading.
Further studies need to be performed to define the required margin for power and ACM control loops to accommodate to the long RTT.

3.8 Random access
Random Access Response [38-1]

For non-terrestrial networks, the round-trip time can be much larger than the round-trip time in terrestrial networks (up to 600 ms for the case of GEO satellites, with bent pipe architecture). However, the current window for the PRACH response in NR which starts at  symbols after transmitting the last symbol of the preamble and has the size of “rar-WindowLength” cannot cover this round-trip time. Therefore, the random access response window length in NR should be revisited to accommodate the round-trip time of NTN.
RACH Sequence and Format [38-1][ 38-2][ 38-3][ 38-4][ 38-5]
Another problem in NTN is to design new PRACH formats with appropriate length of preamble and CP and guard time to be compatible with non-terrestrial communication needs (including large round-trip ambiguity) and have appropriate signaling mechanism for its configuration, for example if the CP length in NTN PRACH is still defined according to absolute propagation delay, the CP overhead would be unreasonably high, which will lead to a significant waste of random access resource. The PRACH format identifies the preamble sequence length (and the option of its repetition) and the length of CP and guard time and also the subcarrier spacing. Appropriate length of CP and guard time (GT) depends on the round-trip time variation (or the round-trip time ambiguity). On the other hand, preamble sequence length and its repetition and subcarrier spacing affects the coverage. For non-terrestrial networks, depending on the architecture and the type of the non-terrestrial gNodeB (or bent pipe) there is a wide range of round-trip time ambiguity and also coverage requirements (based on very different noise budgets for the uplink). This wide range of selection may require too many PRACH formats and excessive required signaling in SIB. New PRACH formats should be considered in NR to address the round-trip time variation and coverage issues of NTN. 
The cell coverage is limited by CP length of the preamble sequence. Up to 102 km cell radius can be supported by NR [38-5], as shown in Tables 2.3-1 and Table 2.3-2.
Table 2.3-1 PRACH CP durations with long PRACH sequences
	
	PRACH CP durations 

	T_CP [ms]
	0.103
	0.684
	0.153
	0.103

	T_GT [ms]
	0.097
	0.713
	0.147
	0.097



Table 2.3-2 PRACH CP durations with short PRACH sequences
	
	PRACH CP durations

	T_CP [us]
	9.375
	18.75
	28.125
	7.031
	11.719
	16.406
	30.469
	40.36
	66.67

	T_GT [us]
	0
	0
	0
	2.344
	7.031
	11.719
	25.781
	35.677
	94.922



Considering that the cell size of HAPS is not extremely large, the current NR preamble format design should be enough to support HAPS. The current NR preamble format design should be enough to support HAPS but for Satellite it needs to be revisited.  As shown in Figure 2.3-1, the difference d3 = d2 – d1 depends on the elevation angle, as listed in Table 2.3-3. 
[image: ] 
Figure 2.3-1: NTN systems, new geometry

Table 2.3-3
	alpha [degree]
	Cell radius (Smax/2) [km]
	d2-d1 [km]

	10
	200
	390

	20
	200
	372

	30
	200
	343

	40
	200
	303

	50
	200
	254

	60
	200
	197

	70
	200
	134

	80
	200
	67



Clearly, the difference d3 exceeds the maximum cell coverage supported by the NR preamble format of 2x 100 km for satellite elevation angles below 60 degrees. In such a case, NR preamble format needs to be extended for NTN system considering different footprint of NTN cells. So it should be further studied if new random access preamble format is needed for spaceborne vehicles. 

With accurate geolocation and time, for example by using GNSS receiver to determine its position and the universal time, a UE is able to estimate the propagation delay and hence adjust the transmit time of PRACH accordingly. As a result, NR PRACH design principles or even NR PRACH waveforms can be directly used. Otherwise, at least differential delay needs to be considered and NR PRACH design principles need to be revisited.

RACH Procedure [38-6]
For PRACH procedure design, it is necessary to consider its impact for different aspects of NR design.
Here, we will discuss about the RAR window in NTN. As we known, the maximum random access (RA) response window size in NR may not be sufficient to support the random access procedure in NTN due to large propagation delay. A straightforward way to tackle this problem is to allow the BS to configure larger RA response window sizes in NTN. However, extending the RA response window size causes in the existing procedure introduces unnecessary UE monitoring intervals due to large propagation delay in NTNs. This is undesirable as more power consumption will be required at the UE side. Therefore, an improved solution to handle long propagation delay is to let a UE go into power saving mode after preamble transmission and wake up only when the RA response window starts. As a result, it is necessary to enlarge the current window for the PRACH response in NR. To put it another way, the value between PRACH transmission time and start time of the RAR window, has to be adjusted correctly taking NTN RTT into account. 
Huge propagation delay [66.7μs, 120ms] corresponding to BS heights [8km, 35786km] will lead to long RA response procedure as shown in Figure 7.3.4.1-3. As a result, it is necessary to shorten the RA transmission/ retransmission delay and design an NTN-specific RAR window based on the given BS information to make the UE efficient and power saving 4-step gNB-UE hands-shaking transmission/retransmission legacy mechanism should be revised to accommodate the NTN due to huge access delay. 2-step RACH procedure could be studied for NR supporting NTN as well. So, the enhancement on RACH procedure design is needed in NTN with long propagation delay considering UE power, information interaction and fast TA updating.

[image: ]Figure 2.3-2: Random access design for NTN with long propagation delay

3.9 TA in Random access response message
For the HAPS deployment scenarios in S-band, the maximum differential distance between two UEs should be lower than the value authorised by the S-band compatible SCS value. In other words, the deduced cell diameter (beam foot print size) should be lower than the maximum deduced value authorized by the SCS.  No specific solution needs to be put in place for NTN systems.
For LEO, MEO and GEO deployments: the TA range extracted from RAR message during initial access as per [39-1], allows to support a maximum differential distance authorised by the SCS value, by compensating the differential delay in the gNB. If maximum differential distance between two UE served by the same satellite within the same beam is larger than the maximum differential distance authorised by the SCS value, a Delay compensation technique can be implemented in the UE which can then determine the TA to be a priori applied. The Delay compensation technique can be based on the use of Global Navigation Satellite System based receivers in the UE or alternative techniques to be further studied.

4 Conclusion
Preliminary solutions enabling NR to support non-terrestrial networks have been presented in this document. These potential solutions do not preclude that other solutions will be found and benchmarked with those ones.
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