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1. Introduction
Following the target connection density for NR mMTC of 106 connections/km2, this document provides a capacity analysis of NB-IoT using assumptions documented in TR45.820 in order to assess whether or not this new technology specified in Rel-13 would be suitable for NR mMTC.
2. Evaluation on NB-IoT for mMTC in NR
System level simulations including some numerical calculations were performed to evaluate the achievable connection density performance of Rel-13 NB-IoT. The detailed simulation assumptions and the evaluation methodologies are provided in Appendix.
The results are documented in the table below.
[bookmark: _Ref452995842][bookmark: _Ref452993015]Table 1 NB-IoT Connection Density Performance (per 200kHz channel BW)
	Scenario
	# of Connections per km2 (with 200kHz channel BW)

	DL Standalone 
	4.2×105 

	DL Guard band 
	3.7×105 

	DL LTE In-band 
	2.8×105 

	UL 
	4.8×105 



According to the above results, the DL LTE in-band deployment scenario features the smallest capacity figure; this is caused by the overhead needed to avoid legacy LTE signal (e.g. CRS) and PDCCH region. However even in this scenario, a large number of connections well above 105 connections/km2 can be achieved. In order to achieve a million connections per square kilometer, a simple approach is to aggregate a few 200kHz channels, as shown in the table below, under the assumptions documented in Appendix.
[bookmark: _Ref452993544]Table 2. Minimum number of 200kHz channels to achieve 106 connections/km2 density
	Scenario
	# of 200kHz channels

	DL Standalone 
	3

	DL Guard band 
	3 

	DL LTE In-band 
	4 

	UL 
	3



Given the above, it is our view that NB-IoT is a feasible technology baseline for mMTC in NR.
For the study item on new radio (NR) access technology, the new waveform proposal targeting to satisfy mMTC requirement ought to use NB-IoT as the benchmark. Only solutions that could significantly (criteria tbd) outperform NB-IoT could be considered as valid candidates.
Proposal 1:  TSG RAN to agree NB-IoT as the baseline solution for mMTC in NR Study
3. Other considerations
NB-IoT was developed in Rel-13 as a “new” narrowband LTE technology to address the growing LPWA market. It is expected that the global adoption and deployment of this technology will quickly follow suit i.e. major investments are anticipated. Furthermore, having in mind some of the targeted markets and scenarios initially laid out where for instance modules would be dispatched for several years at a time, we expect NB-IoT deployments will be long-lived. Hence the sustainability of NB-IoT as a technology is very important, not to forget the associated economies of scale that can be exploited as a result.  
With this in mind we think it is essential to “leverage” NB-IoT in the NR mMTC landscape as opposed to redefining something new which would trigger fragmentation and could undermine NB-IoT.
4. Conclusions
According to the above analysis, the following proposal is concluded:
Proposal 1  TSG RAN to agree NB-IoT as the baseline solution for mMTC in NR Study

Appendix
Assumptions for system level simulations
The setup for system level simulation follows the assumptions in Annex D of [1]. For standalone mode, the DL transmission power is 43dBm per carrier; for guard-band and in-band modes, the DL transmission power is 35dBm by assuming that 46dBm DL power spreads in LTE 10MHz bandwidth and with 6dB power boost in NB-IoT carrier. The maximum transmit power for UL is 23dBm for multi-tone and single-tone modes. NB-IoT UL power control is applied.  
Table 3. Assumptions for system level simulations (Standalone mode)
	No
	Parameter
	Assumption

	1
	Cellular Layout
	Hexagonal grid, 3 sectors per site

	2
	Frequency band
	900 MHz

	3
	Inter site distance 
	1732 m

	4
	MS speed 
	0 km/h as the baseline

	5
	User distribution
	Users dropped uniformly in entire cell

	6
	BS transmit power per 200 KHz (at the antenna connector)
	43 dBm

	7
	MS Tx power (at the antenna connector)
	Max. 23 dBm per uplink physical channel with open loop power control

	8
	Pathloss model
	L=I + 37.6log10(.R), R in kilometers
I=120.9 for the 900 MHz band

	9
	Shadowing standard deviation
	8 dB

	10
	Correlation distance of Shadowing
	110 m 

	11
	Shadowing correlation
	Between cell sites


	0.5

	
	
	Between sectors of the same cell site
	1.0 

	12
	Antenna pattern (horizontal)
(For 3-sector cell sites with fixed antenna patterns) 
	See table 5-7, 3GPP TR 45.914, 65° H-plane.

	13
	BS antenna gain
	18 dBi

	14
	MS Antenna gain
	-4 dBi

	15
	BS cable loss
	3 dB

	16
	Building Penetration Loss
	Based on distributions derived from adapted COST 231 NLOS model. See clause D.1 of TR 45.820 and note 5

	17
	Inter-site correlation coefficient
	Two inter-site correlation coefficients will be used for simulations: 0.5 and 0.75



Traffic model 
As suggested in [1], the capacity metric is evaluated by system level simulations with Mobile Autonomous Reporting (MAR) periodic traffic model and Network Command traffic model. The split of devices between MAR periodic and Network Command is MAR periodic (80%) and Network Command (20%). The application payload size for MAR follows Table 4. The typical size of Network Command is 20 bytes. The periodic inter-arrival time for MAR and NC is also shown in Table 4.  For the application payload, the header overhead above the equivalent of the SNDCP layer is considered. Here we assume header compression technique is applied so that extra 29 Bytes header is considered per application layer packet.  
[bookmark: _Ref452995845]Table 4. MAR periodic UL reporting traffic model
	Characteristic
	

	Application payload size distribution
	Pareto distribution with shape parameter alpha = 2.5 and minimum application payload size = 20 bytes with a cut off of 200 bytes i.e. payloads higher than 200 bytes are assumed to be 200 bytes.

	Periodic inter-arrival time
	Split of inter-arrival time periodicity for MAR periodic is: 1 day (40%), 2 hours (40%), 1 hour (15%), and 30 minutes (5%)



MAR traffic flow, the packet sizes, and the radio resource consumption
The MAR traffic flow for NB-IoT and the packet size of each step are shown in Figure 1, where it follows the agreed Control Plane (CP) solution, the UL data is carried in message 5. 


Figure 1: MAR traffic flow and the packet sizes
Based on the radio link quality, the average radio resource consumption in PRB per MAR report per connection can be derived. The calculation methodology follows the agreement in [2]. In DL the Chase combining is used for repetition and in UL the incremental redundancy (RV=0, 2) and the Chase combining are used. 


NC traffic flow, the packet sizes, and the radio resource consumption
The NC traffic flow for NB-IoT and the packet size of each step are shown in Figure 2.


Figure 2: NC traffic flow and the packet sizes

Connection Density Performance 
Considering the inter-arrival time periodicity and the split weighting of MAR and NC, the overall radio resource consumption in PRBs per connection per day can be further derived.
In DL, in addition to control and data channels, the system overhead of synchronization, system information and paging should be considered. The minimum system overhead in DL is about 29.25%, including in average 2.625 PRBs allocated for PSS/SSS/MIB/SIB1 per radio frame according to the design of NB-IoT and the estimated 0.3 PRBs allocated for other SIBs and paging per radio frame. 
Assume that one DL/UL pair dedicated NB-IoT carriers is allocated. The total available radio resource for DL and UL is 8.64*107 PRBs per day. Considering the radio resource consumption of each channel, the connection density is calculated and shown in Table 1. 
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