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1. Introduction
This “Text Proposal” is propose an update the deployment scenarios and KPI values in the TR. This “Text Proposal” is an update of the “Text Proposal” of the summary “RP-160354.doc” of the email discussion [5G-AH-03].
The following updates are included in this text proposal:
(1) Update the TR text with the outcome of the email discussions on deployment scenarios and KPI values.

(2) Add number of BS and UE antenna elements to deployment scenarios.
(3) Updated indoor hotspot scenario by including “Around 4GHz” and removing “[NOTE2:
Evaluation only required if >6GHz cannot meet requirement.]”
(4)  Remove optional from “urban macro scenario”
(5) Add mapping tables of KPIs to usage scenarios and deployment scenarios per KPI when this would be applicable. When a KPI table is not added to a KPI, this means that this KPI is generic and independent of usage scenario and deployment scenario, or it does not have a corresponding deployment scenario or usage scenario.
(6) Add the agreed text proposals on user plane latency, mobility interruption time, coverage, UE battery life, user experienced data rate, and connection density.
2. Text Proposal 
------------------------------------------------------- BEGIN TEXT PROPOSAL ------------------------------------------------------
6
Scenarios
6.0
General
[This subsection first briefly introduces the three usage scenarios defined by ITU-R, and then describes several deployment scenarios for the three usage scenarios. The mapping between usage scenarios and deployment scenarios needs to be clarified.]

IMT for 2020 and beyond [3] is envisaged to expand and support diverse families of usage scenarios and applications that will continue beyond the current IMT. Furthermore, a broad variety of capabilities would be tightly coupled with these intended different usage scenarios and applications for IMT for 2020 and beyond. The families of usage scenarios for IMT for 2020 and beyond include:
-
eMBB (enhanced Mobile Broadband)
-
mMTC (massive Machine Type Communications)
-
URLLC (Ultra-Reliable and Low Latency Communications)
6.1
Deployment scenarios

5 deployment scenarios are proposed for eMBB, [tbd] deployment scenarios are proposed for mMTC, and [tbd] deployment scenarios are proposed for URLLC. 

For eMBB, they are indoor hotspot, dense urban, rural, urban macro and high speed. Deployment scenarios for mMTC and URLLC need further study. However, some of eMBB deployment scenarios may possibly be reused to evaluate mMTC and URLLC, or some specific evaluation tests (e.g., link-level simulation) can be developed to check whether the requirements can be achieved.
High-level descriptions on deployment scenarios including carrier frequency, aggregated system bandwidth, network layout / ISD, BS / UE antenna elements, UE distribution / speed and service profile are proposed in this TR. It is assumed that more detailed attributes and simulation parameters, for example, the channel model, BS / UE Tx power, number of antenna ports, etc. should be defined in the new RAT study item.

For mMTC, […]

For URLLC, […]
6.1.1
Indoor hotspot

The indoor hotspot deployment scenario focuses on small coverage per site/TRP (transmission and reception point) and high user throughput or user density in buildings. The key characteristics of this deployment scenario are high capacity, high user density and consistent user experience indoor.
Some of its attributes are listed in Table 6.1.1-1.

Table 6.1.1-1: Attributes for indoor hotspot

	Attributes
	Values or assumptions

	Carrier Frequency

NOTE1
	Around 30GHz or Around 70GHz or Around 4GHz

	Aggregated system bandwidth
NOTE2
	Around 30GHz or Around 70GHz: Up to 1GHz (DL+UL) NOTE3
Around 4GHz: Up to 200MHz (DL+UL)

	Layout
	Single layer:

- Indoor floor

(Open office)

	ISD
	20m

(Equivalent to 12TRPs per 120m x 50m)

	BS antenna elements NOTE4
	Around 30GHz or Around 70GHz: Up to 256 Tx and Rx antenna elements

Around 4GHz: Up to 256 Tx and Rx antenna elements

	UE antenna elements NOTE4
	Around 30GHz or Around 70GHz: Up to 32 Tx and Rx antenna elements

Around 4GHz: Up to 8 Tx and Rx antenna elements

	User distribution and UE speed
	100% Indoor, 3km/h,

10 users per TRP

	Service profile
	NOTE:
Whether to use full buffer traffic or non-full-buffer traffic is FFS. For certain KPIs, full buffer traffic is desirable to enable comparison with IMT-Advanced values.


NOTE1:
The options noted here are for evaluation purpose, and do not mandate the deployment of these options or preclude the study of other spectrum options. A range of bands from 24 GHz – 40 GHz identified for WRC-19 are currently being considered and around 30 GHz is chosen as a proxy for this range. A range of bands from 66 GHz – 86 GHz identified for WRC-19 are currently being considered and around 70 GHz is chosen as a proxy for this range.
NOTE2:
The aggregated system bandwidth is the total bandwidth typically assumed to derive the values for some KPIs such as area traffic capacity and user experienced data rate. It is allowed to simulate a smaller bandwidth than the aggregated system bandwidth and transform the results to a larger bandwidth. The transformation method should then be described, including the modelling of power limitations.
NOTE3: “DL + UL” refers to either of the following two cases:

1.
FDD with symmetric bandwidth allocations between DL and UL.
2.
TDD with the aggregated system bandwidth used for either DL or UL via switching in time-domain.
NOTE4: The maximum number of antenna elements is a working assumption. 3GPP needs to strive to meet the target with typical antenna configurations.
6.1.2
Dense urban 
The dense urban microcellular deployment scenario focuses on macro TRPs with or without micro TRPs and high user densities and traffic loads in city centres and dense urban areas. The key characteristics of this deployment scenario are high traffic loads, outdoor and outdoor-to-indoor coverage. This scenario will be interference-limited, using macro TRPs with or without micro TRPs. A continuous cellular layout and the associated interference shall be assumed. 
Some of its attributes are listed in Table 6.1.2-1.

Table 6.1.2-1: Attributes for dense urban

	Attributes
	Values or assumptions

	Carrier Frequency

NOTE1
	Around 4GHz + Around 30GHz (two layers)

	Aggregated system bandwidth

NOTE2
	Around 30GHz: Up to 1GHz (DL+UL)
Around 4GHz: Up to 200MHz (DL+UL)

	Layout
	Two layers:

- Macro layer: Hex. Grid

- Micro layer: Random drop

Step 1 (NOTE3): Around 4GHz in Macro layer

Step 2 (NOTE3): Both Around 4GHz & Around 30GHz may be available in Macro & Micro layers (including 1 macro layer, macro cell only)

	ISD
	Macro layer: 200m

Micro layer: 3 micro TRPs per macro TRP (NOTE4),
All micro TRPs are all outdoor

	BS antenna elements NOTE5
	Around 30GHz: Up to 256 Tx and Rx antenna elements

Around 4GHz: Up to 256 Tx and Rx antenna elements

	UE antenna elements NOTE5
	Around 30GHz: Up to 32 Tx and Rx antenna elements

Around 4GHz: Up to 8 Tx and Rx antenna elements

	User distribution and UE speed
	Step1 (NOTE3): Uniform/macro TRP, 10 users per TRP (NOTE6, NOTE7)
Step 2 (NOTE3): Uniform/macro TRP + Clustered/micro TRP, 10 users per TRP (NOTE6, NOTE7)

80% indoor (3km/h), 20% outdoor (3km/h)

	Service profile
	NOTE:
Whether to use full buffer traffic or non-full-buffer traffic is FFS. For certain KPIs, full buffer traffic is desirable to enable comparison with IMT-Advanced values.


NOTE1:
The options noted here are for evaluation purpose, and do not mandate the deployment of these options or preclude the study of other spectrum options. A range of bands from 24 GHz – 40 GHz identified for WRC-19 are currently being considered and around 30 GHz is chosen as a proxy for this range.
NOTE2:
The aggregated system bandwidth is the total bandwidth typically assumed to derive the values for some KPIs such as area traffic capacity and user experienced data rate. It is allowed to simulate a smaller bandwidth than the aggregated system bandwidth and transform the results to a larger bandwidth. The transformation method should then be described, including the modelling of power limitations.
NOTE3:
Step 1 shall be used for the evaluation of spectral efficiency KPIs. Step2 shall be used for the evaluation of the other deployment scenario dependant KPIs.

NOTE4:   This value is the baseline and other number of micro TRPs per macro TRP (e.g., 6 or 10) is not precluded.
NOTE5:   The maximum number of antenna elements is a working assumption. 3GPP needs to strive to meet the target with typical antenna configurations.
NOTE6:   10 users per TRP is the baseline with full buffer traffic. 20 users per macro TRP with full buffer traffic is not precluded.
NOTE7:
Other number of users, number of TRPs and traffic models are FFS. 
6.1.3
Rural
The rural deployment scenario focuses on larger and continuous coverage. The key characteristics of this scenario are continuous wide area coverage supporting high speed vehicles. This scenario will be noise-limited and/or interference-limited, using macro TRPs.
Some of its attributes are listed in Table 6.1.3-1.

Table 6.1.3-1: Attributes for rural scenario

	Attributes
	Values or assumptions

	Carrier Frequency NOTE1
	Around 700MHz or Around 4GHz (for ISD 1)
Around 700MHz and Around 2GHz combined (for ISD 2)

	Aggregated system bandwidth

NOTE2
	Around 700MHz: Up to 20MHz (DL+UL) (NOTE3)
Around 4GHz: Up to 200MHz (DL+UL)

	Layout
	Single layer:

- Hex. Grid

	ISD
	ISD 1: 1732m
ISD 2: 5000m

	BS antenna elements NOTE4
	Around 4GHz: Up to 256 Tx and Rx antenna elements
Around 700MHz: Up to 64 Tx and Rx antenna elements

	UE antenna elements NOTE4
	Around 4GHz: Up to 8 Tx and Rx antenna elements
Around 700MHz: Up to 4 Tx and Rx antenna elements

	User distribution and UE speed
	50% outdoor vehicles (120km/h) and 50% indoor (3km/h), 10 users per TRP

	Service profile
	NOTE:
Whether to use full buffer traffic or non-full-buffer traffic is FFS. For certain KPIs, full buffer traffic is desirable to enable comparison with IMT-Advanced values.


NOTE1:
The options noted here are for evaluation purpose, and do not mandate the deployment of these options or preclude the study of other spectrum options.
NOTE2:
The aggregated system bandwidth is the total bandwidth typically assumed to derive the values for some KPIs such as area traffic capacity and user experienced data rate. It is allowed to simulate a smaller bandwidth than the aggregated system bandwidth and transform the results to a larger bandwidth. The transformation method should then be described, including the modelling of power limitations.
NOTE3: Consider larger aggregated system bandwidth if 20MHz cannot meet requirement.
NOTE4: The maximum number of antenna elements is a working assumption. 3GPP needs to strive to meet the target with typical antenna configurations.
6.1.4
Urban macro
The urban macro deployment scenario focuses on large cells and continuous coverage. The key characteristics of this scenario are continuous and ubiquitous coverage in urban areas. This scenario will be interference-limited, using macro TRPs (i.e. radio access points above rooftop level).
Some of its attributes are listed in Table 6.1.4-1.

Table 6.1.4-1: Attributes for urban macro
	Attributes
	Values or assumptions

	Carrier Frequency NOTE1
	Around 2GHz or Around 4GHz or Around 30GHz

	Aggregated system bandwidth

NOTE2
	Around 4GHz: Up to 200 MHz (DL+UL)
Around 30GHz: Up to 1GHz (DL+UL)


	Layout
	Single layer:

- Hex. Grid

	ISD
	500m

	BS antenna elements NOTE3
	Around 30GHz: Up to 256 Tx and Rx antenna elements

Around 4GHz or Around 2GHz: Up to 256 Tx and Rx antenna elements

	UE antenna elements NOTE3
	Around 30GHz: Up to 32 Tx and Rx antenna elements

Around 4GHz: Up to 8 Tx and Rx antenna elements

	User distribution and UE speed
	Outdoor in cars: 30km/h,

Indoor in houses: 3km/h

10 users per TRP (NOTE 4)

	Service profile
	NOTE:
Whether to use full buffer traffic or non-full-buffer traffic is FFS. For certain KPIs, full buffer traffic is desirable to enable comparison with IMT-Advanced values.


NOTE1:
The options noted here are for evaluation purpose, and do not mandate the deployment of these options or preclude the study of other spectrum options. A range of bands from 24 GHz – 40 GHz identified for WRC-19 are currently being considered and around 30 GHz is chosen as a proxy for this range.  
NOTE2:
The aggregated system bandwidth is the total bandwidth typically assumed to derive the values for some KPIs such as area traffic capacity and user experienced data rate. It is allowed to simulate a smaller bandwidth than the aggregated system bandwidth and transform the results to a larger bandwidth. The transformation method should then be described, including the modelling of power limitations.
NOTE3: The maximum number of antenna elements is a working assumption. 3GPP needs to strive to meet the target with typical antenna configurations.
NOTE4:   10 users per TRP is the baseline with full buffer traffic. 20 users per TRP with full buffer traffic is not precluded.
Editor's notes: Urban macro is a deployment scenario in between dense urban and rural. Dense urban scenario has smaller ISD than urban macro and has more challenging capacity requirement. Rural scenario has larger ISD and more challenging coverage requirement than urban macro. 
6.1.5
High speed
[NOTE: Scenario to be further developed, as discussion is ongoing on link-level vs. system level evaluation]
7
Key performance indicators
This section describes the definitions of all KPIs.
7.1
Peak data rate
Peak data rate is the highest theoretical data rate which is the received data bits assuming error-free conditions assignable to a single mobile station, when all assignable radio resources for the corresponding link direction are utilised (i.e., excluding radio resources that are used for physical layer synchronisation, reference signals or pilots, guard bands and guard times).
The target for peak data rate should be 20Gbps for downlink and 10Gbps for uplink.
7.2
Peak Spectral efficiency
Peak spectral efficiency is the highest theoretical data rate (normalised by bandwidth), which is the received data bits assuming error-free conditions assignable to a single mobile station, when all assignable radio resources for the corresponding link direction are utilised (i.e., excluding radio resources that are used for physical layer synchronisation, reference signals or pilots, guard bands and guard times).
The target for peak spectral efficiency should be 30bps/Hz for downlink and 15bps/Hz for uplink.
Higher frequency bands could have higher bandwidth but lower spectral efficiency and lower frequency bands could have lower bandwidth but higher spectral efficiency. Thus, peak data rate cannot be directly derived from peak spectral efficiency and bandwidth multiplication.
7.3
Bandwidth
Bandwidth means the maximal aggregated total system bandwidth. It may be supported by single or multiple RF carriers.
Quantitative KPI
 [Editor’s note: This is an ITU-R requirement from IMT-Advanced. It may not be up to 3GPP to set a value for this requirement.]
7.4
Control plane latency
Control plane latency refers to the time to move from a battery efficient state (e.g., IDLE) to start of continuous data transfer (e.g., ACTIVE).

The target for control plane latency should be 10ms.
[Editor’s notes: Detailed definition to be discussed.]
7.5
User plane latency
The time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point via the radio interface in both uplink and downlink directions, where neither device nor Base Station reception is restricted by DRX.
For URLLC the target for user plane latency should be 0.5ms for UL, and 0.5ms for DL. Furthermore, if possible, the latency should also be low enough to support the use of the next generation access technologies as a wireless transport technology that can be used within the next generation access architecture.

NOTE1:
The reliability KPI also provides a latency value with an associated reliability requirement. The value above should be considered an average value and does not have an associated high reliability requirement. 

For other cases, the target for user plane latency should be 4ms for UL, and 4ms for DL.

NOTE2:
 For the other cases value, the evaluation needs to consider all typical delays associated with the transfer of the data packets in an efficient way (e.g. applicable procedural delay when resources are not preallocated, averaged HARQ retransmission delay, impacts of network architecture).
7.6
Latency for infrequent small packets
For infrequent application layer small packet/message transfer, the time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point at the mobile device to the radio protocol layer 2/3 SDU egress point in the RAN, when the mobile device starts from its most "battery efficient" state.
[Editor’s notes: Detailed definition to be discussed.]
7.7
Mobility interruption time
Mobility interruption time means the shortest time duration supported by the system during which a user terminal cannot exchange user plane packets with any base station during transitions.
The target for mobility interruption time should be 0ms.
This KPI is for intra-system mobility.
Mobility support can be relaxed for extreme rural scenarios for the Provision of minimal services for very low-ARPU areas: Inter RAT mobility functions can be removed. Intra-RAT mobility functions can be simplified if it helps decreasing the cost of infrastructure and devices. Basic idle mode mobility shall be supported as a minimum.
7.8
Inter-system mobility
Inter-system mobility refers to the ability to support mobility between the IMT-2020 system and at least one IMT system.
[Editor’s notes: Further study is needed to clarify what is IMT system and maybe to limit it to LTE or LTE evolution. Whether to support voice interoperability is to be clarified.]
7.9
Reliability
Reliability can be evaluated by the success probability of transmitting X (NOTE1) bytes within 1ms, which is the time it takes to deliver a small data packet from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface, at a certain channel quality (e.g., coverage-edge).
The target for reliability should be 1-10-5 within 1ms.
NOTE1: Specific value for X is FFS.
Table 7.9-1: Detailed mapping to each deployment scenario for each usage scenario
	Reliability
	Indoor Hotspot
	Dense Urban
	Rural
	Urban Macro
	High Speed

	eMBB
	
	
	
	
	

	mMTC
	               
	
	
	
	

	URLLC
	
	
	
	
	


[Editor’s notes: The relevant use cases (V2V, V2I, or any others), deployment scenarios and the traffic model should be clarified.]
3GPP system shall support reliability up to be 1-10-5 within 1ms for use cases such as eHealth surgical robots operating mainly in very deep indoor environment. This reliability performance shall be supported together with user experienced data rate in the order of [300Mbps].

[Editor’s notes: The requirement expressed above as specific to eHealth can be moved later to a separate section if we agree to have a dedicated section to use cases special combinations of KPIs to be met together]
7.10
Coverage
"Maximum coupling loss" (MCL) in uplink and downlink between device and Base Station site (antenna connector(s)) for a data rate of [X bps], where the data rate is observed at the egress/ingress point of the radio protocol stack in uplink and downlink.
The target for coverage should be [164dB].
7.11
UE battery life
UE battery life can be evaluated by the battery life of the UE without recharge. For mMTC, UE battery life in extreme coverage shall be based on the activity of mobile originated data transfer consisting of [TBD bytes] UL per day followed by [TBD bytes] DL from MCL of [TBD] dB, assuming a stored energy capacity of [TBD].

The target for UE battery life should be [15 years].
7.12
UE energy efficiency
UE energy efficiency means the capability of a UE to sustain much better mobile broadband data rate while minimizing the UE modem energy consumption.

Qualitative KPI
7.13
Cell/Transmission Point/TRP spectral efficiency
TRP spectral efficiency is defined as the aggregate throughput of all users (the number of correctly received bits, i.e. the number of bits contained in the service data units (SDUs) delivered to Layer 3, over a certain period of time) divided by the channel bandwidth divided by the number of TRPs. A 3 sector site consists of 3 TRPs. In case of multiple discontinuous "carriers" (one carrier refers to a continuous block of spectrum), this KPI should be calculated per carrier. In this case, the aggregate throughput, channel bandwidth, and the number of TRPs on the specific carrier are employed.
Quantitative KPI [(NOTE1)]
[NOTE1: The target considered as a starting point for eMBB deployment scenarios is in the order of 3x IMT-Advanced requirements for full buffer.]
Table 7.13-1: Detailed mapping to each deployment scenario for each usage scenario
	TRP spectral efficiency
	Indoor Hotspot
	Dense Urban
	Rural
	Urban Macro
	High Speed

	eMBB
	
	
	
	
	

	mMTC
	               
	
	
	
	

	URLLC
	
	
	
	
	


Assessment for multi-layer and multi-band is FFS. 

Values for relevant deployment scenario(s) are FFS.
Editor’s notes: The target for full buffer should be in the order of 3x IMT-Advanced requirements.

7.14
Area traffic capacity
Area traffic capacity means total traffic throughput served per geographic area (in Mbit/s/m2). This metric can be evaluated by two different traffic models: Full buffer model and Non full buffer model
By full buffer model:

Total traffic throughput served per geographic area (in Mbit/s/m2). The computation of this metric is based on full buffer traffic.
By non full buffer model:

Total traffic throughput served per geographic area (in Mbit/s/m2). Both the user experienced data rate and the area traffic capacity need to be evaluated at the same time using the same traffic model.
The area traffic capacity is a measure of how much traffic a network can carry per unit area. It depends on site density, bandwidth and spectrum efficiency. In the special case of a single layer single band system, it may be expressed as:
area capacity (bps/m2) = site density (site/m2) × bandwidth (Hz) × spectrum efficiency (bps/Hz/site) NOTE1
NOTE1:
Results of TRP spectral efficiency for non-full buffer are also provided separately.
In order to improve area traffic capacity, 3GPP can develop standards with means for high spectrum efficiency. To this end, spectrum efficiency gains in the order of three times IMT-Advanced are targeted. Furthermore, 3GPP can develop standards with means for large bandwidth support. To this end, it is proposed that at least 1GHz aggregated bandwidth shall be supported.

The available bandwidth and site density (NOTE2), which both have a direct impact on the available area capacity, are however not under control of 3GPP.

NOTE2:
Site here refers to single transmission and reception point (TRP).
Based on this, it is proposed to use the spectrum efficiency results together with assumptions on available bandwidth and site density in order to derive a quantitative area traffic capacity KPI for information.
7.15
User experienced data rate
User experienced data rate can be evaluated for non-full buffer traffic and for full buffer traffic.
NOTE1:
Non-full buffer simulations are preferred for the evaluation of this KPI.
For non-full buffer traffic, user experienced data rate is the 5%-percentile (5%) of the user throughput. User throughput (during active time) is defined as the size of a burst divided by the time between the arrival of the first packet of a burst and the reception of the last packet of the burst.
The target values for the user experienced data rate are associated with non-full buffer evaluation. The non-full buffer user experienced data rate target is applicable at the non-full buffer area traffic capacity traffic level. 
For full buffer traffic, user experienced data rate is calculated as:

user experienced data rate = 5% user spectrum efficiency × bandwidth

Here it should be noted that the 5% user spectrum efficiency depends on the number of active users sharing the channel (assumed to be 10 in the ITU evaluations [4]), and that the 5% user spectrum efficiency for a fixed transmit power may vary with bandwidth. To keep a high 5% user spectrum efficiency and a few users sharing the channel, a dense network is beneficial, i.e. 5% user spectrum efficiency may vary also with site density (site here refers to single transmission and reception point (TRP))

To improve user experienced data rates, 3GPP can develop standards with means for high 5% user spectrum efficiency. To this end, 5% user spectrum efficiency gains in the order of three times IMT-Advanced are proposed. Furthermore, 3GPP can develop standards with means for large bandwidth support. To this end, it is proposed that at least 1GHz aggregated bandwidth shall be supported.

The available bandwidth and site density, which both have a strong impact on the available user experienced data rates, are however not under control of 3GPP.
Based on this, the full buffer experienced user data rate is evaluated for information without numerical requirement.
Table 7.15-1: Detailed mapping to each deployment scenario for each usage scenario
	User experienced                  data rate
	Indoor Hotspot
	Dense Urban
	Rural
	Urban Macro
	High Speed

	eMBB
	
	
	
	
	

	mMTC
	
	
	
	
	

	URLLC
	
	
	
	
	


7.16
5th percentile user spectrum efficiency
5th percentile user spectrum efficiency means the 5% point of the cumulative distribution function (CDF) of the normalized user throughput. The (normalized) user throughput is defined as the average user throughput (the number of correctly received bits by users, i.e., the number of bits contained in the SDU delivered to Layer 3, over a certain period of time, divided by the channel bandwidth and is measured in bit/s/Hz. The channel bandwidth for this purpose is defined as the effective bandwidth times the frequency reuse factor, where the effective bandwidth is the operating bandwidth normalised appropriately considering the uplink/downlink ratio. In case of multiple discontinuous “carriers” (one carrier refers to a continuous block of spectrum), this KPI should be calculated per carrier. In this case, the user throughput and channel bandwidth on the specific carrier are employed.
Quantitative KPI [(NOTE1)]
[NOTE1: The target considered as a starting point for eMBB deployment scenarios is in the order of 3x IMT-Advanced requirements for full buffer.]
Table 7.16-1: Detailed mapping to each deployment scenario for each usage scenario
	5th percentile user spectrum efficiency
	Indoor Hotspot
	Dense Urban
	Rural
	Urban Macro
	High Speed

	eMBB
	
	
	
	
	

	mMTC
	
	
	
	
	

	URLLC
	
	
	
	
	


Values for relevant deployment scenario(s) are FFS.
Editor’s notes: The target should be in the order of 3x IMT-Advanced requirements. Consider to use full buffer traffic to evaluate this KPI.
7.17
Connection density
Connection density refers to total number of devices fulfilling specific QoS per unit area (per km2). QoS definition should take into account the amount of data or access request generated within a time t_gen that can be sent or received within a given time, t_sendrx, with x% probability.
The target for connection density should be 1 000 000 device/km2 in urban environment.
Table 7.17-1: Detailed mapping to each deployment scenario for each usage scenario
	Connection density
	Indoor Hotspot
	Dense Urban
	Rural
	Urban Macro
	High Speed

	eMBB
	
	
	
	
	

	mMTC
	
	
	
	
	

	URLLC
	
	
	
	
	


Editor’s notes: The details of QoS definition is FFS.
Connection density for other environments is FFS.

7.18
Mobility
Mobility means the maximum user speed at which a defined QoS can be achieved (in km/h).
The target for mobility target should be 500km/h.
7.19
Network energy efficiency
The capability is to minimize the RAN energy consumption while providing a much better area traffic capacity.
Qualitative KPI as baseline and quantitative KPI is FFS.
Editor’s notes: Inspection is the baseline method to qualitatively check the capability of the RAN to improve area traffic capacity with minimum RAN energy consumption, e.g., ensure no or limited increase of BS power with more antenna elements and larger bandwidth, etc. As qualitative evaluation, 3GPP should ensure that the new RAT is based on energy efficient design principles. When quantitative evaluation is adopted, one can compare the quantity of information bits transmitted to/received from users, divided by the energy consumption of RAN.
------------------------------------------------------- END TEXT PROPOSAL ---------------------------------------------------------
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