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1	Introduction
The RAN requirements ad-hoc meeting on 5G access outlined an architecture-related tasks (referred to as “[5G-AH-06] Additional architectural requirements” by the RAN Chairman) to be discussed and further clarified over email until TSG#71:
· (1) C-plane/U-plane separation (see as an example AT&T contribution in RPa160031)
· (2) RAN internal interfaces: performance and costs – e.g. throughput, latency, jitter
· (3) synchronization requirements (see as an example NEC contribution in RPa160020)
· (4) Radio node resources reconfigurability

The goal of this email discussion is to provide basic definition and description (preferably along with a figure) of the functionalities described above. The email discussion should also attempt to outline relevant Objective text for the 5G Technology SID. 

The email discussion is conducted in two phases:
- 1st phase 1-19th February to solicit and collect initial company input;
- 2nd phase 22-26th February to consolidate the contents of the summary document (this document).

This document provides a list of the received proposals in Section 2 and 3 and a proposed way forward in Section 4.

2	Definition and description of Additional architectural requirements

2.1	C-plane/U-plane separation
Proposal 1 [AT&T]
· NFV based architecture allows agile deployment of features and services
· Flexible HW implementations allows scalable cost effective solutions
· Flexible and split architecture allows for coordination for performance features and load management 
· Configurable functional splits enables adaptation to variable latency on transport
· Edge Analytics per user and application – support metrics, KPIs, QoS, and real-time performance optimization
· Support of Network Slicing
Comments on proposal 1
ZTE: question on some bullets: 
First question
· NFV based architecture allows agile deployment of features and services
Does it mean all the network functions including low MAC and PHY functions in RAN will be virtualized or part of them or the definition in slide3?
· The RAN architecture shall support deployment based on network function virtualization (NFV) principles 
· A modular design, using NFV as an enabler, allows User-Plane and Control-Plane functions to move between a central unit and remote unit 
AT&T:
[AT&T] While this is partially an implementation question, long term we envision all functions, including many of the L1 functions, to be virtualized on a pool of hardware.    Thus, we need to design the specifications and radio interfaces to handle this level of flexibility from the very beginning.   
Second question
· Flexible HW implementations allows scalable cost effective solutions
Does it mean the network functions can be flexible implemented with HW or Software? Or does it mean the HW design should consider scale in/out? or allow User-Plane and Control-Plane functions to move between a central unit and remote unit? 
AT&T:
AT&T] Higher layers of the U-Plane and C-plane protocol can be completely virtualized even with the current generation of hardware, thus the flexible implementation is primarily on the software side.   We expect virtualized functions to run on VM(s) on top of a pool of hardware resources.   For future proofing, the specification design should support full flexibility
Third question
I am thinking whether the network functions in C-Plane should include both the control functions for UE and control functions for RU/CU management(e.g.connection management among multiple RUs or CUs). What are your consideration?
AT&T:
[AT&T] Our comment for the separation of C-plane and U-plane in this context were for the C-Plane and U-plane of the UE and RRC. The C-plane for the RU/CU management could be more of an implementation matter.      
Fourth question
What is relationship with MANO which is closely related with following object? Which aspect is in 3GPP scope when support these objects? 
•Flexible and split architecture allows for coordination for performance features and load management 
•Configurable functional splits enables adaptation to variable latency on transport 
•Edge Analytics per user and application – support metrics, KPIs, QoS, and real-time performance optimization 
•Support of Network Slicing     

AT&T:
[AT&T] We leave these issues as TBD.    
ZTE:
For the definition of central unit and remote unit, it should be clarified that how to understand the central unit and remote unit in case the new RAT cooperates with evolved LTE eNB based on some DC-like framework. For example, the evolved LTE eNB (MeNB) works as the central unit (in which case the evolved LTE eNB is required to support the flexible function split, as shown in figure 1) or the new RAT central unit works with the evolved LTE eNB (in which case the flexible function split is required in new RAT CU/RU only, as shown in figure 2) 
It is suggested to study how to support CU/RU architecture in the multiple RATs cooperation case.


figure 1: evolved LTE eNB (MeNB) is considered as CU and be required to support flexible function split


figure 2: A new RAT central unit besides the evolved LTE eNB

For the C/U separation, it should be clarified that whether the C/U separation only refer to the standalone new RAT operation, or the C/U separation should also be considered when the new RAT is tightly integrated with evolved LTE (e.g. the new RAT is connected to evolved LTE eNB based on some DC-like framework, which is shown in the figure below). 
It is suggested to 
study how to support C/U plane separation in multiple RATs cooperation case in the 5G technology SI.


figure 3: C/U separation in new RAT/LTE tight integrated scenario

[bookmark: OLE_LINK3]For the option 1 specified in the RPa160031, it should be clarified that how the control signalling is routed in the C-plane, U-plane in CU and RU. 
For example, the RRC message is transmitted through user plane entities (i.e. PDCP, RLC and MAC) in LTE protocol. In the new C-plane, U-plane architecture, whether does it still need to be transmitted through the U-plane? Two example options are given to illustrate the different possibility.


Figure 4: No user plane entities in CU-CP



Figure 5: User plane entities for control plane signalling are located in CU-CP
So, it is suggested to study this issue in the 5G technical SI.
Proposal 2 [CMCC]
Control plane functions should be separated out from user plane functions via standardized open interfaces. An example, as shown in figure 1, is that control plane and user plane connect to two different functional units through different kinds of RAN nodes. One RAN node provides macro signaling/data layer, while other RAN nodes with partial functions provides local data access.
[image: ]
Figure 1: Examples of C-plane/U-plane separation
2.2	RAN internal interfaces: performance and costs
Proposal 1 [AT&T]
Possible logical architecture of 5G RAN
Option 1
[image: ]
· RAN is logically split between a central unit (CU) and a remote unit (RU)
· The interface from the RU to the CU is split between the control plane and data plane
· The control plane and data plane components of the CU are split into two separate logical entities CU-DP and CU-CP with an interface between them 
Option 2
[image: ]
· RAN is logically split between a central unit (CU) and a remote unit (RU)
· The interface from the RU to the CU is split between the control plane and data plane
· No defined interface between U-Plane and C-Plane
Option 3
[image: ]
· RAN is logically split between a central unit (CU) and a remote unit (RU)
Comments on proposal 1
DT:
We agree on the need for a CP/UP functional separation and flexible functional placement, but I think your diagram options may not go quite far enough, as we believe in a need for:
1. standardized interfaces even between all CP and UP functions, also in the RU
1. an ability to centralize all the CP functions when latency allows
We would therefore see the following two options as also applicable for the CP/UP split. 
[image: cid:image004.png@01D16B08.D8950410]
[image: cid:image008.png@01D16B08.D8950410]
In general, I would recommend waiting for the study itself to agree such architecture diagrams, although they do help illustrate what different companies have in mind.
ZTE:
[bookmark: OLE_LINK2]We agree the views given in RPa160056 that “The split of RAN functions should be designed to cater for different fronthaul profiles (e.g. latency, jitter) and taking into account fronthauling costs”. Moreover, since lots of alternatives for the split of RAN functions may exist, as shown in the figure below, and all the RAN1/RAN2/RAN3 will be involved, we think it will be helpful to discuses and determine some kind of “evaluation matrix” in the requirement stage as a guideline for the further study in RAN. 


[editor note: I think the issue raised by ZTE is more relevant to [5G_AH_06] discussion – and already captured there]
Proposal 2 [IAESI]
Based on the above requirements, a possible variant of the RAN system architecture is illustrated in Fig. xx.
NG RAN consists of the following physical and logical components:
· Multiple  Radio Transmission Points (R-TP) connected to a Virtualization platform;
· A Central Coordinator function, in charge with scheduling coordination between TPs .
The User Plane, connected to RAN through S-GW and including RRC, PDCP, RLC, MAC and PHY protocol layers, is split between a computing (virtualization) platform and one or more Radio Transmission Points (R-TP). An R-TP may be a RRH (RF only), a full base station or a remote unit including partial user and control plane functionality. UE1 is served by multiple R-TPs.
The control system includes two local components, related to the split of the data plane. One of the two control entities includes the local scheduler and the RRM function. 
The Central Coordinator is responsible of scheduling coordination between multiple R-TPs.
New control plane (C1-C) and user plane (S2-D) interfaces will be defined.



Figure xx
2.3	synchronization requirements
//To be filled in based on the email discussion
2.4	Radio node resources reconfigurability
//To be filled in based on the email discussion
2.5	Context Aware Service Delivery in RAN
Proposal 1 [CMCC]
Add new Section on Context Aware Delivery in RAN, with the following text:
The design of the RAN architecture shall allow the deployment of service close to or inside RAN to support low latency services, efficient data offloading, distribution, local mobility and etc. The RAN shall allow flexible data routing based on refined granularity, such as UE identity, IP bearer characterises and etc.
The design of the RAN architecture shall allow the tight interaction between the RAN and the application layer to enable efficient cross-layer operation and radio network capability exposure. 

3	Proposed text for Technology Study Item
3.1	C-plane/U-plane separation
Proposal 1 [AT&T]
The following principles should be included as part of the study:
· The RAN architecture shall support deployment based on network function virtualization (NFV) principles 
· A modular design, using NFV as an enabler, allows User-Plane and Control-Plane functions to move between a central unit and remote unit
· These functional splits within RAN should be dynamically re-configurable (real-time and on-demand) down to level of network slice and bearer
· The functional splits within RAN should be re-configurable and should be based on various parameters such as fronthaul latency/bandwidth, system load, and requirements of the bearer, etc.

Proposal 2 [CATT]
[bookmark: OLE_LINK1]In LTE-A, for improving mobility performance, per-user throughput and system capacity, control plane of dual connectivity UE is fully separated from user plane via standardized X2 interface. 
In next generation radio network, for ultra dense network deployment, similar design principle should be considered.
Proposal 3 [CMCC]
Objectives to be included in the technology Study Item:
-	Identify interface between control plane and user plane, and associated protocol stacks of both planes;
-	Specify the corresponding signalling procedures in “5G-X”, for example, system information acquisition, connection setup, radio resource configuration.
Proposal 4 [KT]
Study and identify technical solutions that enable C-plane/U-plane separation, including:
· Tight interworking with legacy LTE in dual-connectivity like mode
· Interface between C-plane and U-plane
· Associated protocol stacks for both C-plane and U-plane
Proposal 5 [DT]
1. All control plane functions should be separated out from user plane functions via standardized open interfaces.
1. It shall be possible to make all control plane functions virtualized network functions (VNFs) capable of running in NFV compliant processing resources. 

Proposal 6 [ZTE]
In the study object in this area, following aspects need to be studied:
· how to support CU/RU architecture in the multiple RATs cooperation case.
· how to support C/U plane separation in multiple RATs cooperation case.
· how the control signalling is routed in the C-plane, U-plane in CU/RU architecture.
Comments
Intel:
On the c-plane/u-plane separation issue, it seems that there is significant overlap between this discussion and “[5G-AH-06] Fronthauling”. Wouldn’t it than be better to leave fronthauling out of the present discussion and make the c-plane/u-plane separation generic and applicable to all architectures? On this we are more in line with proposals from KT and CMCC, rather than ZTE.
[editor note – I agree, there is some overlapping with [5G-AH-06]. I suggest to focus the discussion here on CP/UP separation]
NTT DOCOMO:
1. the 1st topic overlaps with the other email discussion in 5G_AH_05 (under RAN-CN interface and Network Functions Virtualization). So what is “additional” here? If there is nothing much additional, maybe we can just leave this topic to be handled in the other email discussion?
3.2	RAN internal interfaces: performance and costs
Proposal 1 [AT&T]
Control Plane and User Plane Interfaces between remote and central units (front-haul) should be open and standardized
Comments on proposal 1
ZTE:
In my understanding the interface should be focus on the C/U plane communication protocol, not the front-haul transmission protocol. So, it is suggested to remove "(front-haul)" in this sentence.
Control Plane and User Plane Interfaces between remote and central units (front-haul) should be open and standardized
AT&T:
[AT&T] Agreed, thus no objection to removing the term.  
ZTE:
Note: it need “evaluation matrix” to define how to evaluate different options of the CU-RU architecture.
Proposal 2 [CATT]
In LTE-A, a simple internal interface (e.g. the X2 interface) is developed to adapt to flat network architecture. 
In next generation radio network, the more flexible design of interfaces between RAN nodes should be considered to adapt to different performance requirements.
Proposal 3 [KT]
Study and identify virtualization gain vs. fronthaul capacity for performance enhancement
Proposal 4 [DT]
1. The NG access network shall support an integration with E-UTRAN to allow aggregation of LTE Advanced Pro access with NG access. This shall be supported for both co-located and non-colocated site deployments.  
1. The NG access network shall support connectivity through multiple transmission points, either co-located or non-colocated.  This shall allow an aggregation of NG carriers using similar methods as Carrier Aggregation and Dual Connectivity in LTE, and it shall enable a separation of control plane signalling and user plane data onto carriers from different TP sites.
1. If it is needed to define  several air interfaces, the MAC and higher layers shall be harmonized as much as possible.
1. The NG access architecture shall support interfaces supporting effective inter-site scheduling coordination to reduce inter-site interference.

[Editor note: I am not sure if the following two bullets are related to [5G_AH_13] or should be part of a different contribution]
1. The NG access network shall support packet-based real-time and conversational class traffic. 
1. The NG network shall support a convergence of fixed and mobile access, including the aggregation of NG access to fixed wired access. 

Comments 
NTT DOCOMO:
1. the 2nd topic also overlaps with the other email discussion in 5G_AH_06. So again, what is “additional” here? If there is nothing much additional, maybe we can just leave this topic to be handled in the other email discussion too.

3.3	synchronization requirements
Proposal 1 [NEC]
For the synchronization requirements as in the NEC contribution RPa160020, it was basically to give a high level requirement for the next generation network for those function e.g. Inter-Node CoMP, MBSFN etc. However a question was given what does it mean “tight synchronization”. 
Since there is no definition of the “tight”, I would like to propose the wording below.
- The network synchronization within next generation radio network may be required
And for the between Core Network and RAN, since the  already today in LTE that no synchronization between Core Network and the RAN is required, so I would like to propose the wording below:   
- Synchronization between Core Network entity and next generation radio network entity is not applied.
Comments on proposal 1
Qualcomm: the first bullet is not clear. Suggestion to change in 
- Network synchronization shall be supported to address a variety of services and operationsThe network synchronization within next generation radio network may be required
After such generic requirement we can then have a table with the typical ranges of synchronizations required for some of the services and operations we have in mind, at least based on the experience we have from LTE.
· TDD operation -> [typical range 1]
· Time-based interference management & CoMP schemes -> [typical range 2]
· Positioning -> [typical range 4]
· ….
Huawei:
For the synchronization within next generation, we are generally fine with the comments, but we do not understand why we should discuss at such level of details, without any WG discussion on “variety of services and operations” … A generic statement like “The network synchronization within next generation radio network should be at least equivalent to LTE Advance Pro” could be enough.
- The network synchronization within next generation radio network should be at least equivalent to LTE Advance ProThe network synchronization within next generation radio network may be required
For the relation with the CN, after further check and last eDRX discussion, we believe that the synchronization between core network entity and the next generation radio network entity should not be precluded. There is no need for additional requirements related to core network. 
Proposal 2 [CATT]
In LTE-A, there are different synchronization requirements within RAN nodes. For DC, Network synchronization requirement may be loose, but for CA or CoMP is tight. 
In next generation radio network, if there is no specific requirement, the synchronization requirements should be equivalent to LTE-A.
Proposal 3 [KT]
Study and identify synchronization requirements, including:
· Frame and subframe synchronization between LTE and 5G cells, between LTE and 5G networks
· Interface between UE LTE modem and 5G modem as well as between LTE eNB and 5G NB for synchronization

Comments 
NTT DOCOMO:
It seems to be an assumption on network capability, and it is unclear whether any study needs to be performed for this in 3GPP?

3.4	Radio node resources reconfigurability
Proposal 1 [CATT]
It seems that the requirement is associated with Network Slicing. No need to discuss in this email. If I misunderstand this, please correct me.
Comments 
NTT DOCOMO:
1. the topic is already mentioned to be covered by the other email discussion in 6G_AH_05 (under Network Slicing)

3.5		Context Aware Service Delivery in RAN
Proposal 1 [CMCC]
Add new Section on Context Aware Delivery in RAN, with the following text:
Objectives to be included in the technology Study Item:
-	Study the necessary enhancements to enable the RAN be aware of the user service in a finer manner based on e.g. the UE assisted characteristic, preference and/or preconfigured information in RAN etc. 
-	Study potential improvements on smart handling of user data, for example, locally cached data delivery or per service local breakout and local-switching operation, according to user service preference, service popularity, etc.
-	Study the potential optimizations on the inter-action between the RAN network and the OTT/APP Service Server.
Comments on proposal 1
Intel: 
On the issue of the Context Aware Service Delivery in RAN”, we don’t have a strong view at this stage whether to include it in the present discussion or discussion separately, but I have a question – wouldn’t this be related to the Mobile Edge Computing being discuss in NGMN, which I assume will hit RAN sooner or later?

4	Proposed way forward
During the discussion it was noted that several topics may overlap with other E-mail discussions. It was however noted that it is better to try to produce a text proposal from this discussion and then evaluate overlappings at the plenary.
On the basis of the E-mail discussion, it is proposed for TSG-RAN#71 to discuss and conclude on the following way forward.  
4.1	Text to be added to TR 38.913
-------- begin text proposal -----------
8.x1	C-plane/U-plane separation
· The RAN design shall allow the separation of Control plane functions from user plane functions via standardized open interfaces.
8.x2	RAN internal interfaces: performance and costs
· RAN internal interfaces shall be designed to optimise performance and costs
8.x3	Synchronization requirements
In next generation radio network, if there is no specific requirement, the synchronization requirements should be equivalent to LTE-Advanced
8.x4	Context Aware Service Delivery in RAN
The design of the RAN architecture shall allow the deployment of service close to or inside RAN to support low latency services, efficient data offloading, distribution, local mobility and etc. The RAN shall allow flexible data routing based on refined granularity, such as UE identity, IP bearer characterises and etc.
The design of the RAN architecture shall allow the tight interaction between the RAN and the application layer to enable efficient cross-layer operation and radio network capability exposure. 
-------- end text proposal -----------
4.2	Proposed text for Technology Study Item
Add the following objectives in the Technology Study Item
C-plane/U-plane separation
-	Identify interface between control plane and user plane, and associated protocol stacks of both planes [RAN3, RAN2]
-	Specify the corresponding signalling procedures in, for example, system information acquisition, connection setup, radio resource configuration [RAN2]
Context Aware Service Delivery in RAN
-	Study the necessary enhancements to enable the RAN be aware of the user service in a finer manner based on e.g. the UE assisted characteristic, preference and/or preconfigured information in RAN etc. [RAN2]
-	Study potential improvements on smart handling of user data, for example, locally cached data delivery or per service local breakout and local-switching operation, according to user service preference, service popularity, etc. [RAN3, RAN2]
-	Study the potential optimizations on the inter-action between the RAN network and the OTT/APP Service Server. [RAN2]
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