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1 Introduction

With the rapid development of the internet of things (IoT), it is estimated that by 2020 the total number of connected devices will reach 50B~100B.  In certain scenarios, the connected MTC device number could be as high as 100m/km2.  This requires significant increase of support for connected device per unit area, far beyond what current 4G systems promise. In the same time, MTC services and the corresponding network infrastructure will become the new growth area for mobile communication and create the huge market for next generation wireless communication evolvement.

      Currently in 3GPP, the enhancement for MTC focus on terminal cost reduction, coverage enhancement and random access blockage mitigation. However, with IoT the imminent problem now is how evolve the legacy LTE system to support massive diversified MTC connectivity.
2 Motivation
2.1 Requirement for massive connectivity
Massive internet of Things (IoT) is one of the 5G use case. It has broad application scenarios, including smart grid, intelligent traffic management, smart home, remote sensing and wireless sensor networks etc. The figure below shows the use case family summarized by NGMN in [1].
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Figure 1  5G Use case family 
2.2 Characteristics of massive MTC connectivity traffic 
The traffic of massive connectivity MTC has the following characteristics：
· Enormous total number of connected MTC devices, far beyond the number of H2H (human-to-human ) devices on average per cell； 
· Small MTC traffic with short session duration but frequent session occurrence. For each MTC session, there is very small amount of total data, sometime one or several data packet with shot packet length , which is different from legacy http and ftp download service; 
· Less stringent delay and jitter requirement which is typical for real time services such as legacy voice and video traffic. For MTC communications, there is usually no because there is usually no human involvement and direct experience requirement. Except for some real-time control traffic service, most MTC communication service has loose delay requirement； 
· Most massive MTC connectivity traffic will utilize LTE uplink, while there is usually very small amount of MTC communication happens in the downlink , most often control information from central server to MTC devices; 
· Extreme high peak load compare to average load. Measurement from typical MTC service deployment shows that MTC traffic peak load far exceeds the average traffic load  per day.
2.3 Challenges for supporting massive MTC connectivity based on legacy LTE system
2.3.1 Overview

Given the above characteristic of MTC traffic, some of the major challenges legacy LTE system faces are:
· Random access resource shortage caused by concurrent access request from massive MTC devices
· With increased random access collision, prolonged delay and overhead are expected.
· Physical data resource limitation and  excessive overhead  for massive connectivity
· Limited resource availability for data and control channel

· Excessive overhead caused by the legacy scheduling mechanism for sparse small data traffic with frequent occurrence.
2.3.2 Random access channel 

For LTE random access channel, some of the common functions it provides include initial link establishment , uplink synchronization and scheduling request without SR.  With massive MTC connectivity, the limitation of random access resource is severe.

Collision probability Pc can be calculated as follows [2]
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L denotes total access opportunity all preamble sequence provide per second. 
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denotes intensity, i.e., average random access request attempts per second in each cell. Figure 2 gives the 
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,L corresponding value when the collision probability equals 1%
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Figure 2  Value of  
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Suppose the system requirement is 1% collision probability and there are 54 preambles available for contention based random access (with the remaining reserved for non-contention based access). For FDD RACH configuration of 10 per subframe, the total number of access opportunity the system provides is 54,000. Based on equation (1) and figure 2, with the 1% target collision probability, every second only 500 MTC devices can successfully access the system. However, to support traffic model #1 in [2], the collision probability will be  over 10%  in order to support 10 times devices with uniform access (best case) and 40% collision rate for 50 times device amount. For non-uniform access time, the collision situation will be much more severe.

Solutions considered in studied conducted [2] is based on limitation of random access number, which targets delay tolerant terminals such as smart meters. It is not adequate for massive MTC connectivity with diverse deployment scenario. Therefore, further study, especially consideration from physical layer perspective is necessary.
2.3.3 Scheduling and data transmission

In LTE system, data transmission always happens after synchronization establishment between the UE and the network. However, for MTC devices, they usually have very small amount of data to transmit and it is very common that they remain in idle state for a long time which could cause synchronization loss. For these traffics, the system spectrum efficiency will be extremely low if legacy transmission mechanism is kept. An ideal solution is the device can still transmit data even without network synchronization (or rough synchronization). In this way, data transmission happens right upon data arrival while the device can return back to idle as soon as it finishes transmission.

Therefore, in order to better provide next generation MTC services, it is important to introduce new data transmission mechanism which optimize the support for massive connectivity. Some of the candidate solution include：
· New multicarrier techniques, such as UFMC,GFDM and other FBMC based solutions [3];
· New multiple access techniques, for example  CDMA based transmission mechanism such as MUSA;
· New modulation and coding techniques optimized for massive connection support
Besides the introduction of the above techniques, the enhancement of legacy scheduling mechanism is also required. For example, currently MCS selection and data transmission resources are decided and controlled by base station which is not the best way for massive connectivity support. To improve system efficiency some of the decision can be moved to the UE side. Also, the granularity of the scheduling may also be further reduced to less than one PRB.
。

3 Conclusion
Based on the discussion, it is recommended the consideration of new study for massive MTC connectivity. Some of the possible study topic could include  


· New PRACH structure
· New data scheduling and transmission techniques , including related control signaling enhancement
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