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1
Introduction
Due to time constraints, uplink bearer split was not standardised in Rel-12 and as a result, dual connectivity can only split a bearer in the downlink. This contribution discusses why this limitation should be removed in Rel-13.
2
Motivation for the WI

One of the challenges that was addressed by the study item on Small Cells Enhancements was the throughput challenge [36.842]: by utilising radio resources in more than one eNB, the user throughput can increase and the Carrier Aggregation (CA) gains can be brought to deployment scenarios limited by a non-ideal backhaul. Figure 1 shows the typical gains one can expect from using bearer split in uplink in the scenarios studied as part of the study item (simulations assumptions are summarized in Annex A).
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Figure 1: Uplink user throughputs with and w/o bearer split in uplink

The WI originally agreed for dual connectivity [RP-132069] covered both U-plane architectures 1A (without split bearers) and 3C (with split bearers). Due to time constraints, it was felt that while with architecture 1A the bearer configuration in uplink (UL) was quite straightforward (i.e. UL data from a radio bearer configured to one eNB is only scheduled on the carrier transmitted towards that eNB), the handling of UL data for split bearers would be more complex without a restriction similar to 1A. As a result, split bearers were agreed to be asymmetric and Rel-12 can only split a bearer in the downlink. 
While it was understood that not supporting bearer split in uplink would limit the throughput (which was accepted as a reasonable limitation to speed up to work), it turned out - against original expectations - that not supporting uplink bearer split is actually more complex than supporting it:
-
relying on explicit signalling to change the uplink direction of a split bearer multiplies the number of possible reconfigurations while limiting scheduling flexibility (up to 17 new reconfiguration cases were identified [R2-144919]);

-
at uplink direction change, the link previously used still needs to process the remaining uplink data to avoid losses (in practise allowing uplink bearer split whenever the direction changes);

-
limitations had to be introduced in PDCP to restrict the mapping of PDCP PDUs.

In response to the concerns expressed earlier regarding the complexity increase uplink bearer split would have on UE implementation, it should be further observed that regardless of having bearer split in uplink 1) terminals anyway need to support dual transmission in UL to transmit PUCCH towards both eNBs; 2) PUSCH transmission towards both MeNB and SeNB anyway needs to be supported and 3) most of the cost/complexity for the terminal comes from having to support dual transmission in UL.
3
Conclusion

This contribution has explained the benefits there are in allowing uplink bearer split in Rel-13: reduced complexity, increased flexibility and throughput.
Appendix: Simulation assumptions

The performance of uplink bearer split is evaluated in a quasi-static uplink multi-cell system-level simulator that follows the LTE specifications, including detailed modelling of major radio resource management functionalities such as packet scheduling, hybrid ARQ, link adaptation, power control, etc. A network layout (4b) defined by 3GPP for evaluating HetNet scenarios in TR 36.814 is simulated. The network topology consists of 7 hexagonal macro cells with 3 sectors per site. Four small cells are randomly placed according to a spatial uniform point process for each macro sector area, subject to minimum distance constraints between different base station nodes. The minimum distance between small cells is 40m, while the minimum distance between macro and small cell is 75m. Spatial Channel Model (SCM) and 3D antenna pattern with default tilt of 15 degrees are used. Two component carriers (CCs) each with 10 MHz bandwidth are configured. One CC at 1.8 GHz carrier frequency is allocated to macro eNBs while the other CC at 2.6 GHz carrier frequency is allocated to small cells. All UEs are assumed to have two separate transceivers and UL CA capabilities. A dynamic birth-death traffic process is applied for generating user calls. UE call arrival is according to the Poisson process with fixed payload size of 1 Mbits per call. Hotspot UE dropping is assumed, where 2/3 of the UEs are placed uniformly within 40 m radius of small cells while the remaining UEs are placed uniformly over the entire simulation area. Once a UE has successfully transmitted the payload, the call is terminated and the UE is removed from the simulation. The average offered load per macro cell area is therefore calculated as the product of the call arrival rate and the payload size. Channel-aware joint proportional fair (PF) scheduling in frequency domain [2] is used in conjunction with adaptive transmission bandwidth [1]. Bandwidth and power allocations are performed independently at macro and small cell layers (i.e. no fast interaction between UL schedulers is assumed). Only information on the past average scheduled throughput is exchanged between the schedulers. Also, independent load adaptive power control in each cell is enabled to dynamically update the UE power spectral density P0 based on the variable load conditions. Table 1 summarizes the main parameters used in the system-level simulations. The key performance indicators are the 5%-ile and 50%-ile user throughput. In scenarios w/o uplink bearer split, only the performance with optimal RE offset that maximizes the 5%-ile user throughput for each offered load is plotted
Table 1: Simulation assumptions

	Parameter
	
	Setting

	Network layout
	
	7 macro sites (21 macro cells), wrap-around

4 small cells randomly placed in each macro cell 

	Traffic model
	
	Poisson arrival with hotspot UE distribution 

Fixed payload size of 1 Mbit per UE

	Channel profile
	
	SCM channel model with 3D antenna pattern

	Inter-site distance / cell radius
	
	Macro cell: 500 m / small cell: 40 

	BS transmit power
	
	Macro eNB: 46 dBm / small cell eNB: 30 dBm

	Carrier frequency
	
	10 MHz @ 1.8 GHz (macro layer) & 10 MHz @ 1.8 GHz (small cell layer)

	eNB receiver
	
	2-Rx MRC

	UE Tx bandwidth
	
	Adaptive transmission bandwidth [1]

	Packet scheduling 
	
	Throughput based joint proportional fair [2]

	Cell association scheme
	
	RSRQ (assuming full load in DL)

	Available MCSs
	
	BPSK (R=1/5,1/3)

QPSK(R=1/4,1/3,1/2,2/3,3/4)

16QAM (R=1/2,2/3,3/4,5/6)

	Max UE Tx power
	
	200 mW (23 dBm)

	HARQ
	
	Synchronous and adaptive with max 4 transmissions

	BLER target at first trans.
	
	20%

	Link adaptation
	
	Fast adaptive modulation and coding

	Power control
	P0
	
	Load adaptive [3]

	
	
	
	0.8


