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Motivations for the work
Entering the era of Mobile Internet, operators are surprised to find that their revenue is not growing in proportion to the data traffic increased in their networks. Instead, Mobile Internet is imposing lots of challenges on operators. For example, decoupling of revenue growth and data traffic, low utilization efficiency of traditional telecom equipment due to large traffic variance, just to name a few. In addition, it is now recognized that interference is becoming the major issue for LTE networks, i.e. LTE networks are suffering much more severe interference than 2G and 3G systems. 
As the rapid development of Mobile Internet services and mobile network, operators are facing the challenges of cost and spectral efficiency in its radio access network (RAN). Besides, operators have to pay large power bills to electricity companies for power consumption from networks, especially from RAN, which consumes most of the energy. RAN virtualization is new architecture to solve these problems.
Currently, LTE E-UTRAN, constituting of TCO and energy consumption, is basically implemented based on proprietary platforms, which is suffering problems such as slow development, complex debugging, incompatibility and long time-to-market. Simultaneously, virtualization technology from IT industry has come to great success, and has began steadily influencing the cellular network, e.g. core part, and bringing about their tangible advantages. At present, ETSI has worked on this topic for some time, and set up NFV (Network Functions Virtualization) ISG. The principle of NFV requires leveraging IT platform and virtualization technology to realize major RAN nodes on standard IT servers, storages and switches. And in this contribution, we try to discuss the potential possibility to introduce RAN virtualization in specification and the corresponding impact.
The virtualized RAN architecture a is a new RAN architecture with centralized BBU (base band unit) nodes in which all computation/processing resource could be treated as a whole and therefore allocated on demand among different nodes. A basic illustrative concept of RAN virtualization is shown in Fig. 1. 


Fig. 1: Illustrative concept of RAN virtualization
By introducing virtualization technology, RAN system can run multiple isolated instances of independent virtual BBU on one physical server, achieve effective server consolidation, save hardware resources, and reduce system construction costs. In addition, a BBU running in the virtual machine (VM) can allocate processing resources dynamically, according to tidal effect or the traffic variation between busy and leisure time. Moreover, the low traffic BBUs can be centralized onto fewer physical servers through VM live migration. By shutting down the idle servers, the overall system power consumption can be reduced. 
A virtualized RAN should possess the following key features.
· Centralization of different BBU nodes to form a BBU pool. Unlike traditional wireless networks in which a base station or a BBU usually occupies a single site room, in virtualized RAN a number of BBU are to be gathered together and centralized into the same geographical site. Now that the facilities in the site could be shared, some benefits from this centralization are quite direct and self-evident. For example, reduction on power bill for air-conditioning, site rental fee and so on.
· Cooperation among different BBU nodes in the pool. Thanks to internal switching networks, different BBU nodes inside the BBU pool are able to interconnect with each other. This allows them to exchange much more information in a faster way with lower latency than traditional systems (e.g. current LTE systems with X2 interface). This should enable cooperation techniques among the nodes, such as the implementation of complex collaborative radio in order to improve system performance. 
· Resource virtualization and sharing on pool level. Different from traditional systems in which resource belongs to only one base station, in virtualized RAN, resource does not belong to any specific BBU node. Instead, all the resource forms a “resource pool” and could be allocated to any node when needed. Furthermore, once a node finishes its processing task it would release and return computation resource to the pool. Finally, different computation resource could be consolidated together and allocated to only one node for a bigger processing task.
· Decouple of BBU and RRU (remote radio unit). Quite different from traditional systems in which BBU and RRU is one-to-one paired, in virtualized RAN a BBU node has no fixed relationship with one RRU anymore. Instead, any BBU could be configured to connect with any RRU so that data stream could be directed to different RRU when necessary. On the other hand, the data from one RRU could be forwarded to any BBU (e.g., when a BBU is free) for further processing.
On-going RAN virtualization works and necessity of a new study item
In January 2013, ETSI has created the Network Functions Virtualisation (NFV) ISG. In October 2013, ETSI NFV ISG published a first package of Group Specifications including Use Cases, Requirements, Architectural Framework and Terminology. ETSI NFV ISG MANO (Management and Orchestration) Working Group is currently working on a gap analysis towards 3GPP SA5 specifications. In this section, we try to briefly introduce the status quo of current study, which is not limited to NFV, and provide some explanations on the need for a new study item and expectations on what can be covered by it. Furthermore, in last SA5 meeting in Japan, consensus has been reached on the new Study Item for studying on network management of virtualized networks [4], and the objectives include the use cases and concepts for the network management of Virtualized Networks, the network management scenarios and requirements, etc. This SID will be proposed in SA#64 meeting for official approval.
On-going RAN virtualization works
· Network performance and management
By introducing virtualization in RAN, mobile communication protocols software could migrate from dedicated physical hardware to VM, which leads to some key challenges. The most important one is to fulfil the extremely high real-time constrains of LTE. The network function, architecture, signalling procedure and protocol may need to be adjusted and optimized to meet the performance requirements under the virtualized new platform. The management of RAN is largely influenced in the VM based system, e.g. could involve radio resource and baseband management accordingly. 
In the corresponding ETSI study, the corresponding optimization is under discussion, with the target to improve RAN performance by the virtualized new platform. Furthermore, the management of virtualized RAN is also being studied, including the management architecture, the relationship and interface with legacy network management. NFV MANO is committed to work on this issue.
· Front-haul interface redefinition
Based on RAN virtualization, BBUs (Base Band Unit) are centralized as a BBU pool. Considering coordinated multiple point transmission and reception, relationship between BBUs and RRUs (Remote Radio Unit) becomes more complex, which is no longer a point to point link. Transport environment may be a multi-hop network, including different types of transport equipment. With the evolution of radio access network, front-haul (FH) bandwidth becomes larger and larger. It is unreasonable that all data from RRU/BBU is transported to BBU/RRU, regardless of whether data is useful. Traditionally, the FH interface of radio base station between BBU and RRU is the CPRI (Common Public Radio Interface). CPRI is basically a point to point link interface, which can be configured as a constant rate link. Therefore, with an increasing focus on BBU pool and FH bandwidth, a variable rate multi-point to multi-point FH interface is needed. 
For the variable rate multi-point to multi-point FH interface, some traffic load independent baseband functions have to be processed on RRU. It is possible that different vendors’ equipment is in the same BBU pool, especially in macro-micro hybrid network scenario. As a consequence, an open interface is necessary, only with the help of which any RRU can be managed by any BBU in a BBU pool. 
In this study, a variable rate multi-point to multi-point front-haul interface is under definition to meet FH networked requirement and reduce FH bandwidth. There is a packet switch network (e.g. Ethernet) between BBUs and RRUs. Based on general packet network, with useful data selection interconnection between BBU and RRU is a dynamic rate packet switch connection.  For redefined interface only a moderate bandwidth is needed, which is traffic load dependent. There is an opportunity of statistical multiplexing gains at front-haul interface, if all the sectors of BBU pool are not at peak rate at the same time. 
[bookmark: _GoBack]Potential expectations for new study item in 3GPP
Based on the studies mentioned above in ETSI, we consider the possibility to start a study on RAN virtualization in 3GPP, including all these aspects. The study could meet the following requirements:
· Management of virtualized RAN
· Identify the management methodology for the RAN running on a virtualized IT platform, e.g. the topology and mapping of RAN node and virtualized resources.
· Identify the radio resource allocation policy, VM live migration and HA (High Availability) rules in the virtualized RAN, without jeopardizing the real-time performance of the network.
· Analyse the relationship of virtualized RAN management and legacy network management, such as BSS/OSS, proprietary network element management (OAM/OMC), identify the requirements for the OAM system.
· FH interface redefinition
· Identify the requirements, e.g. backhaul condition, synchronization requirements, etc., of front-haul interface redefinition.
· Analyse and evaluate the impact on function split between BBU and RRU. 
· Analyse and evaluate the impact on current network management architecture.
Proposal: RAN could consider starting a new Study Item on RAN virtualization to meet the requirements mentioned above.
Conclusions
In this contribution, we provide the requirements for a new Study Item, on RAN virtualization, and we kindly ask RAN to consider approving this new SID.
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