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6.2.3
Support of X2 via GW proxy

6.2.3.1
Problem Statement

The discussion aims at answering the question to which extent an X2-proxy can be used to address scalability issues for eNBs supporting X2 mobility towards/from HeNBs.
6.2.3.2
Full X2-Proxy 
6.2.3.2.1
Full X2-Proxy definition

An X2-proxy, if deployed, resides in the HeNB-GW and provides X2 proxy functionality between HeNBs connected to the HeNB-GW and the eNBs.

The X2 proxy functionality includes

-
passing UE-dedicated X2 signalling messages between X2-connected eNBs and HeNBs.
-
supporting the establishment of X2-connectivity between eNBs and HeNBs.

-
terminating non-UE-dedicated signaling - both with the HeNB, and with the eNB.
6.2.3.2.2 
Logical architecture
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Figure 6.2.1.3.1: EUTRAN HeNB Logical Architecture
6.2.3.2.3 
Detailed call flows
 6.2.3.2.3.1
X2 setup

HeNB initiated TNL address discovery procedure and X2 Setup

In case the HeNB initiated TNL address discovery procedure towards an eNB, a possible call flow is shown as below:
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Figure 6.2.1.4.1.1: HeNB initiated TNL address discovery and X2 setup
1.
HeNB3 detects a new (non-CSG) cell (E-CGI1) and decides to setup X2 towards the serving eNB1.

2.
It initiates an eNB Configuration Transfer procedure towards the higher up node to which it is S1-connected (in this case the HeNB-GW).

3.
The HeNB-GW doesnt have any info on the macro node’s X2 TNL address and forwards the eNB Configuraiton Update towards its higher up node to which it is S1-connected.

4.
The MME knows the eNB1 (as it is S1-connected) and sends an MME CONFIGURATION TRANSFER message to it.

5.-7.
eNB1 returns its X2-TNL address, the MME (6.) is able to route the transfer procedure based on the TAI and finally the address info reaches the requesting HeNB3 (7.), whereas the HeNB-GW would need to memorise the X2-address of eNB1 and then changes the X2-address into its own, so that the HeNB3 receives as X2-address of the HeNB-GWs for X2 connectivity.

8.-9.
SCTP associations are setup between the HeNB-GW and eNB1 and the HeNB-GW and HeNB3.

10.
The HeNB3 starts the X2 setup towards the HeNB-GW, indicating cell E-CGI1 as neighbour. The procedure is logically terminated at the HeNB-GW.

11.
The HeNB-GW starts another X2 setup procedure to continue the setup of X2-connectivity towards the eNB1, indicating its own eNB-ID2 and E-CGI1 as neighbour info.

12.-13.

The eNB1 and HeNB-GW respond with the HeNB-GW memorising the X2-connectivity data (X2 adr1, eNB-ID1, E-CGIs served by the eNB, etc.). The X2-proxy may need to memorize the list of neighbouring HeNBs (or eNBs) for each connected eNB (or HeNB). This information can be used further to only update the affected neighbouring HeNB (or eNB) when the information for an eNB (or HeNB) is changed.

15.-17.

Any further X2-address request from other HeNBs for X2-connectivity towards eNB1 will be responded by the HeNB-GW without forwarding the request via the MME towards the eNB1.

18.
An SCTP assocation is setup between the HeNB-GW and HeNB4.

19.
-22.
The X2-setup between the new HeNB4, as shown, is performed directly with the HeNB-GW, whereas the respond is only sent, if the X2 Configuration Update between the HeNB-GW and the eNB1 is performed successfully.

eNB initiated TNL address discovery procedure and X2 Setup

In case the eNB initiated TNL address discovery procedure towards a HeNB, a possible call flow is shown as below:
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Figure 6.2.1.4.1.2: eNB initiated TNL address discovery and X2 setup
Observation 1: The HeNB-GW may change the IP address in the eNB/MME Configuration Transfer message.

Observation 2: The X2-proxy may initiate the X2 setup with the eNB or the HeNB.

Observation 3: The X2-proxy memorizes the list of neighbouring HeNBs (or eNB) for the connected eNB (or HeNB).

6.2.3.2.4
Handling X2 procedures in X2-proxy

UE-dedicated procedures

· Handover Preparation 

· SN Status Transfer 

· UE Context Release 

· Handover Cancel

· Reset

· Error Indication
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Figure 6.2.1.5.1: Processing UE-dedicated procedure

Observation 4: The X2-proxy processes and forwards all X2 messages between the HeNB and other eNBs for all UE-dedicated procedures. The processing of X2-AP messages includes modifying X2-AP UE IDs, but leaves other parts of the message unchanged. Upon reception of the X2 Handover Request message, the X2-proxy forward the message to target node based on the target cell ID.
Non-UE-dedicated procedures

-
X2 Setup


The X2 setup procedure is handled locally on each X2 interface instance. eNB configuration update procedure will be triggered in case the updated X2 relation need to be informed to HeNB or neighbour eNB.
-
eNB Configuration Update


The eNB Configuration Update procedures will be handled locally on each X2 interface instance. An eNB configuration update procedure may be triggered in case the updated X2 relation needs to be informed to HeNB or neighbour eNB.
-
Reset


The Reset procedure is handled locally on each X2 interface instance.

-
Error Indication


The Error Indication procedure is initiated by an eNB to report detected errors in one incoming message, provided they cannot be reported by an appropriate failure message. In case the Old eNB UE X2AP ID IE and New eNB UE X2AP ID IE are not included in the ERROR INDICATION message, the procedure uses non UE-associated signalling. The Error Indication procedure is handled locally on each X2 interface instance.

Observation 5: All non-UE-dedicated X2-AP procedures are terminated at the X2-proxy, and handled locally between the HeNB and the X2-proxy, and between the X2-proxy and other eNBs. Upon reception of an X2 non cell related non-UE-associated message from HeNB or neighbour eNB, the X2-proxy may trigger associated non-UE-dedicated X2-AP procedure(s) to the neighbour eNB or HeNB(s).
6.2.3.2.5
Impact to eNB/HeNB

ANR

The ANR function resides in the eNB and manages the conceptual Neighbour Relation Table (NRT). For each cell that the eNB has, the eNB keeps a NRT. For each NR, the NRT contains the Target Cell Identifier (TCI), which identifies the target cell. For E-UTRAN, the TCI corresponds to the E-UTRAN Cell Global Identifier (ECGI) and Physical Cell Identifier (PCI) of the target cell. Furthermore, each NR has three attributes, the NoRemove, the NoHO and the NoX2 attribute. The meaning of these attributes would remain unchanged when eNB/HeNB has the X2 interface with X2-proxy.
When the eNB detects a HeNB, the eNB can use existing ANR function to instruct the UE to report the information of the HeNB, and add the HeNB to the Neighbour Relation List.

O&M procedure

As described in Section 3 and Section 4, there is no new configuration to the eNB or HeNB to use the X2-proxy.

Neighbouring cell information handling and X2 HO

In current macro system, the eNB saves the information of neighbouring cell received during the X2 setup procedure, and eNB configuration update procedure. When the eNB need to initiates a HO, it checks the related information and determines whether to use X2 HO.

For X2-proxy, the eNB (or HeNB) saves the information of neighbouring cell received during the X2 setup procedure, and eNB configuration update procedure. If the served cells contained in the message belonging to the neighbour HeNB (or eNB), the eNB/HeNB shall regard the X2 interface between X2-proxy and the neighbour HeNB/eNB as available. When the eNB (or HeNB) needs to initiate a HO, it checks the related information and determines whether use X2 HO. So the change is the cell-data-model in the eNB/HeNB in order to use X2-proxy.

6.2.3.2.6
Possible spec changes

-
The definition for X2-proxy

-
The neighbouring cell information handling.

6.2.3.2.7
Comparison 

	
	Direct X2
	X2-proxy

	Scalability
	eNB need to maintain one SCTP/X2 for each neighbouring eNB/HeNB.
	eNB need to maintain a single SCTP/X2 through X2 proxy to address all neighbouring HeNBs connected to that X2 proxy, one additional direct SCTP/X2 per neighbouring eNB and one additional direct SCTP/X2 per HeNB that directly connects to MME (when such deployment exists).

	Impact on MME load
	Same
	Same

	Impact on eNB
	No new X2 functions.
	New function interworking with X2 proxy that may affect existing functions (e.g. X2 setup, eNB configuration update), and neighbouring cell handling*
Need to support and manage two types of X2 handover and connections, either direct or via X2 proxy.

	Impact on HeNB
	No new X2 functions.
	New function interworking with X2 proxy that may  affect existing functions (e.g. on X2 setup, eNB Configuration Update), and neighbouring cell handling.* 

Need to support and manage two types of X2 handover and connections, either direct or via X2 proxy.

	Impact on IOT 
	The eNB need to perform IOT with different vendors of HeNBs for X2 (on existing scope of functions).
	The eNB need to perform IOT with the different HeNB-GW vendors for X2 (on new functional scope), and also with different HeNB vendors (on existing X2 scope of functions) for HeNBs if they directly connect to the MME.

	Specification impact
	Only minor Stage-2 change to state that X2 HO is allowed between eNB and HeNB.
	Stage-2 changes for the definition/functionality for X2-proxy, and the handling some procedure in particular the X2 common procedures. *

	Impact on O&M 
	When an HeNB is turned off, the HeNB-GW and the eNB will generate separate alarms for the loss of SCTP connection.
	When an HeNB is turned off, no impact to the eNB’s O&M. The HeNB-GW may only generate one alarm for the loss of the SCTP connection with the HeNB.

It is FFS whether there is any new requirement on O&M.

	Impact from the dynamic change of the HeNB’s IP address 
	No impact?
	No impact?


* severity assessment pending on the detailed discussion on X2-proxy (e.g. X2 setup, handling of X2 procedures, etc) in RAN3#75-bis meeting.

6.2.3.2.8
Open issues 
6.2.3.2.8.1
Is the source node e.g. eNB changed because it newly need to store for each neighbour e.g. HeNB whether it needs to address it via the proxy or direct?
As for the specific property of HeNB serving only a single cell, the cell-data-model in the eNB becomes a “node-data-model”, and one can argue at length whether this changes the eNB or not. The fact is that the eNB as for any other neighbour node, need to maintain X2-connectivity information. Whether the eNB is “confused” of the fact that the same X2 address is used for several nodes is probably a matter of implementation.

Further, during the X2 setup between the eNB and the X2-Proxy, the eNB is able to realise X2-connectivity towards the neighbouring HeNB via an X2-proxy, by noticing that the Served cells (i.e. HeNBs) of the X2-Proxy do not share the same 20-bit eNB ID of the X2-Proxy. The eNB saves the information of neighbouring cell received during the X2 setup procedure, and eNB configuration update procedure, then considers the X2 with the neighbouring HeNB is available via X2-Proxy. Talking of detailed implementation, the eNB continue to maintain the same table containing the information of the neighbouring HeNBs. If a specific eNB implementation uses the eNB ID as an index, it may need some changes to use the 28-bit cell ID as an index, since the neighbouring HeNBs does not have the same eNB ID. When the eNB needs to initiate a HO, it checks the related information and determines whether use X2 HO. So the change is the cell-data-model in the eNB in order to use X2-proxy.
6.2.3.2.8.2
If the source eNB wants to remove an NR with a target HeNB, and wants to proxy to tear down the X2 between proxy and target HeNB, how does it work?
There is no X2 tear down procedure in current standard. So there is no reason to introduce it for X2-Proxy.
6.2.3.2.8.3
Will the proxy maintain up to date all the NR tables of all the nodes it is connected to?
The X2-Proxy memorize TNL addresses gained from the X2 TNL discovery process in order to route the setup of X2 connectivity and has of course the information of all HeNBs/eNBs connected to it. So, as a by-product of these tasks, it is able keep track of neighbouring HeNBs (or eNBs) for each connected eNB (or HeNB).
6.2.3.2.8.4
 In case of eNB Configuration Update: How does the proxy route the message towards the relevant target HeNB?
Since the X2-Proxy memorizes the list of neighbouring HeNBs for each connected eNB, so the X2-Proxy can route the messages towards the eNB’s neighbouring HeNB(s).
6.2.3.2.8.5
Q 2.4 seems to add some new function/information to the eNB configuration update procedure. What element in that message is included to inform the neighbouring eNB(s)?
There is no new element necessary. And this is also related to the question “When the HeNB switches off, how is the eNB informed that this HeNB is no longer a valid neighbour?” When a HeNB is switched off, the X2-Proxy can detect the SCTP association with this HeNB is unavailable. Since the X2-Proxy knows this HeNB’s neighbouring eNB(s), the X2-Proxy may initiate the X2 eNB Configuration Update procedure to inform the neighbouring eNB(s). The X2-Proxy can use the Served Cells To Delete IE indicating the HeNB is deleted. This is same as the macro system when an eNB initiates the eNB Configuration Update procedure to other eNBs informing to delete a cell.
6.2.3.2.8.6
How is the proxy informed if the HeNB switches on again ?
When a HeNB switches on again, it follows the normal procedure, for example, in case the HeNB detects a neighbouring eNB, the HeNB initiates the TNL address discovery procedure, then initiates the X2 Setup with the X2-Proxy. The below figures shows a possible call flow when HeNB4 switches on.
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Figure 6.2.1.9.6.1 – HeNB initiated TNL address discovery
6.2.3.2.8.7
Does the proxy maintain a duplicate of all NR tables presents in all eNBs and HeNBs connected to it? If yes, what is the mechanism to ensure consistencies with these duplicates?  If yes, how is any discrepancy resolved?

As described in Section 0, the X2-proxy and the HeNBs/eNBs gain their neighbour information from the very same procedures. If anything is added/removed/modified, all relevant nodes are involved. This provides a rather explicit guarantee for consistency. You may remember the similar issue discussed for relay, and concluded nothing to be defined in standard.

6.2.3.2.8.8
Handling of resource status request message in the proxy (the X2 proxy needs to split it?, etc…)

Since this SI is focussing on mobility enhancement only, supporting the X2 Resource Status Request procedure between eNB and HeNB is not a mandatory requirement for eNB, HeNB and X2-Proxy.

If it is required, the handling of resource status request message in X2-proxy should be done as specified for cell related X2 messages for the DeNB (TS 36.300 Section 4.7.4). The Resource Status Reporting procedure is handled locally on each X2 interface instance. Upon the reception of the Resource Status Request message containing cells belonging to multiple eNBs or HeNB(s), the X2-proxy may trigger Resource Status Reporting Initiation procedure(s) to the related eNB(s) or HeNB(s). The X2-Proxy may modify the measurement ID before proxying the message and storing the mapping relation for the measurement ID used between eNB and X2-proxy, and the one used between HeNB and X2-Proxy. If one or more eNB(s) or HeNB(s) are involved, the X2-Proxy may wait and aggregate the response messages from all involved nodes to respond to the originating node.
It is possible that there is a race-condition due to the intermediate delay, e.g. HeNB has switched off but neighbour eNBs are not yet informed.
This corner case also applies to relay. There is no difference for how X2-Proxy handles it in HeNB and in Relay. The X2-Proxy simply uses the partial success to notify the originator.
In addition, this can also happen for macro system, for example, eNB2’s cell#1 is switched off. Before eNB1 receive the eNB Configuration Update message from eNB2, eNB1 initiates the Resource Status Reporting Initiating procedure towards eNB2 including cell#1. The eNB2 can reply with the Resource Status Response message including cell#1 and the failure cause.
6.2.3.2.8.9
Handling of the load information message in the proxy

Since this SI is focussing on mobility enhancement only, supporting the X2 Load Indication procedure between eNB and HeNB is not a mandatory requirement for eNB, HeNB and X2-Proxy.

If it is required, the handling of load information message in X2-proxy should be done as specified for cell related X2 messages for the DeNB (TS 36.300 Section 4.7.4). The Load Indication procedure is handled locally on each X2 interface instance. Upon the reception of the Load Information message containing cells belonging to multiple eNBs or HeNB(s), the X2-proxy may trigger Load Indication procedure(s) to the related eNB(s) or HeNB(s) based on the Target Cell ID.

6.2.3.2.8.10
Which list of served cells is included in X2 setup Response message

The HeNB-GW memorizes the list of neighbouring HeNBs (or eNBs) for each connected eNB (or HeNB), i.e. node-level neighbourship relations. This information can be used later to only update the affected neighbouring HeNB (or eNB) when the information for an eNB (or HeNB) is changed.

For eNB initiated X2 Setup procedure (eNB view): the X2-Proxy replies with the X2 Setup Response message. From the neighbouring HeNBs (i.e. femto cell-IDs) reported by the eNB, the X2-Proxy includes those HeNBs that have X2 interface with the X2-Proxy, as the Served Cells in the X2 Setup Response message. For example, eNB1 indicates its neighbouring HeNBs are HeNB1, HeNB2 and HeNB3. HeNB1 and HeNB2 have X2 interface with X2-Proxy. The X2-Proxy includes (the cells of) HeNB1 and HeNB2 as Served Cells in the X2 Setup Response message.

For X2-proxy initiated X2 Setup procedure (HeNB view): There is no change to eNB/HeNB on how to construct the X2 Setup Response message.

6.2.3.2.8.11
Call flow with multiple eNBs connecting to same HeNB
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Figure 6.2.1.9.11.1 – Two eNBs connecting to same HeNB

Step 4: since HeNB-GW already has the X2 interface with the target HeNB, HeNB-GW can responds back to eNB2 accordingly.

Step 9: upon the reception of the X2 Setup Request message from eNB2, HeNB-GW knows HeNB1 is the neighboring cell of eNB2. HeNB-GW initiates the eNB Configuration Update message to HeNB1. The message includes the eNB2’s cells as Served Cells to Add.

[The message includes the eNB2’s cells as Served Cells to Add. The Neighbour Information IE is the same as the one received in the X2 Setup Request message from eNB2.

Step 21: eNB1 initiates an X2 HO towards HeNB1, the processing in the HeNB-GW can refer to the call flow Figure Figure 6.2.1.5.1 in TR37.803.

Step 31: eNB2 initiates an X2 HO towards HeNB1, the processing in the HeNB-GW can refer to the call flow Figure Figure 6.2.1.5.1 in TR37.803.

Step 41: HeNB1’s configuration is changed. HeNB1 initiates eNB Configuration Update procedure to notify X2-Proxy.

Step 43: X2-Proxy initiates eNB Configuration Update procedure to notify eNB1 and eNB2 regarding the changes of HeNB1.

6.2.3.2.8.12
Management of simultaneous direct connections and connections via x2 proxy for both eNB and HeNB

In current macro system, the management of X2 connection consists of following functions:

- Adding a new X2 connection

- Updating the X2 connection

- Memorizing how to use the X2-connection
In case of direct X2, the eNB (or HeNB) saves/updates the information of neighbouring cell received during the X2 setup procedure, and eNB configuration update procedure. Talking of implementation details, the eNB (or HeNB) may maintain a table containing the information of the neighbouring HeNBs (or eNBs), and use the target eNB’s ID or target cell ID as an index. When the eNB (or HeNB) need to initiates a HO or other non-UE-associated procedures, towards the target HeNB (or eNB), it checks the related information and determines whether and via which X2 link to be used to perform X2 HO or other non-UE-associated procedures.

In case the eNB also have an X2 connection with an X2-proxy, the eNB similarly saves/updates information of neighbouring cells (i.e. HeNB) received during the X2 setup procedure, and eNB configuration update procedure. By noticing that the Served cells of the X2-Proxy do not share the same 20-bit eNB ID of the X2-Proxy, the eNB is able to realise X2-connectivity towards the neighbouring HeNB via an X2-proxy, and considers the X2 with the neighbouring HeNB is available.

Talking of detailed implementation, the eNB continue to maintain the same table containing the information of the neighbouring HeNBs. If a specific eNB implementation uses the eNB ID as an index, it may need some changes to use the 28-bit cell ID as an index, since the neighbouring HeNBs does not have the same eNB ID. When the eNB needs to initiate a HO or other non-UE-associated procedures, towards the target HeNB, it checks the related information and determines whether and via which X2 link to be used to perform X2 HO or other non-UE-associated procedures. So the only change to support both X2 connections is the cell-data-model in the eNB in order to use X2-proxy.

In case the HeNB also have an X2 connection to an X2-proxy, the HeNB similarly saves/updates information of neighbouring cells (i.e. eNB’s cells) received during the X2 setup procedure, and eNB configuration update procedure. By noticing that the Served cells of the X2-Proxy do not share the same 20-bit eNB ID of the X2-Proxy, the HeNB is able to realise X2-connectivity towards the neighbouring eNB via an X2-proxy, and considers the X2 with the neighbouring eNB is available. Talking of implementation details, the HeNB continue to maintain the same table containing the information of the neighbouring eNBs. When the HeNB needs to initiate a X2 HO or other non-UE-associated procedures, towards the target eNB, it checks the related information and determines whether and via which X2 link to be used to perform X2 HO or other non-UE-associated procedures. So the only change to support both X2 connections is the cell-data-model in the HeNB in order to use X2-proxy.
6.2.3.2.8.13
Description of the complete interaction scheme between S1 GTW and X2 proxy (some already seen e.g. enb conf transfer, mme conf transfer, enb conf update, etc…)

The X2-Proxy resides in the HeNB-GW. Interaction between the S1-proxy and the X2-Proxy function within the HeNB-GW is an implementation matter. As described in the call flows for X2 Setup, the only interaction between the current HeNB-GW (S1-proxy) functions and the X2-Proxy is for the TNL address discovery procedure and X2 setup. In detail,

-
During TNL address discover procedure, the HeNB-GW may need to replace the eNB (or HeNB)’s IP address with the IP address of the X2-Proxy.

-
For HeNB (or eNB) initiated TNL address discovery procedure, the HeNB-GW save the IP address of the eNB (or HeNB), then use it to initiate the X2 setup with the eNB (or the HeNB).

6.2.3.2.8.14
Management of ACL list in target RAN node when X2 proxy used (feature introduced by Deutsche Telekom)

In current macro system, when the source eNB initiates the TNL address discovery procedure, it includes its own X2 TNL Configuration information so that the target eNB can add the related IP addresses into the ACL.

When X2-Proxy is used, the HeNB-GW need to replace the X2 TNL Configuration information with the X2-Proxy’s IP addresses during the eNB/HeNB initiated TNL address discovery procedure (Step 3 and Step 7).
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Figure 6.2.1.9.14.1 – HeNB initiated TNL address discovery with ACL
Step 3: HeNB-GW replace the X2 TNL Configuration information with its own IP adresses, then forward the eNB Configuration Update message to the MME.

Step 4: Upon receiption of the MME Configuration Transfer message, the eNB1 configures its ACL for the X2 interface with HeNB3.

Step 7: HeNB-GW replace the X2 TNL Configuration information with its own IP adresses, then forward the MME Configuration Update message to the HeNB. Upon receiption of the MME Configuration Transfer message, the HeNB configures its ACL for the X2 interface with X2-Proxy.
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Figure 6.2.1.9.14.2 – eNB initiated TNL address discovery with ACL

Step 3: HeNB-GW replace the X2 TNL Configuration information with its own IP adresses, then forward the MME Configuration Update message to HeNB3.

Step 4: Upon receiption of the MME Configuration Transfer message, HeNB3 configures its ACL for the X2 interface with X2-Proxy.

6.2.3.2.8.15
Management of the “no X2 flag”, “remove flag”, “no ho flag” when X2-proxy used
As described in TR37.803, for each cell that the eNB (or HeNB) has, the eNB (or HeNB) keeps a NRT. For each NR, the NRT contains the Target Cell Identifier (TCI), which identifies the target cell. For E-UTRAN, the TCI corresponds to the E-UTRAN Cell Global Identifier (ECGI) and Physical Cell Identifier (PCI) of the target cell. Furthermore, as described in TS36.300, each NR has three attributes, the “No Remove”, the “No HO” and the “No X2” attribute. The meaning of these attributes would remain unchanged when eNB (or HeNB) has the X2 interface with X2-proxy.

When the eNB detects a HeNB, the eNB can use existing ANR function to instruct the UE to report the information of the HeNB, and add the HeNB to the Neighbour Relation List. The ANR function also allows O&M to manage the NRT. O&M can add and delete NRs. It can also change the attributes of the NRT. The O&M system is informed about changes in the NRT.

6.2.3.2.8.16
Present some error handling call flows corresponding to paper R3-120138

For HeNB initiated TNL address discovery procedure and X2 setup, it is possible that the X2 setup may be failed.
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Figure 6.2.1.9.16.1 – X2 Setup Failure for HeNB initiated TNL address discovery and X2 setup

For eNB initiated TNL address discovery and X2 setup, it is possible that the X2 setup may be failed.
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Figure 6.2.1.9.16.2 – X2 Setup Failure for eNB initiated TNL address discovery and X2 setup
As described in TR37.803 Section 6.2.1.5, the non-UE-dedicated X2 procedures are handled locally between the eNB and the X2-Proxy, and between the HeNB and the X2-Proxy. In case a failure for the non-UE-dedicated X2 procedure, the X2-Proxy terminates the procedure. The X2-Proxy may trigger the associated non-UE-dedicated X2-AP procedure(s) to other side.
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Figure 6.2.1.9.16.3 –Failure for UE-dedicated procedures

As described in TR37.803 Section 6.2.1.5, the X2-Proxy process and forwards the X2 messages for the UE-dedicated X2 procedures. In case the X2-Proxy receives the failure message or error indication message, the X2-Proxy may changes the X2AP ID, and then forward it to the other side.

6.2.3.2.8.17
More clarification on the transparency issue (i.e. whether the X2GW should be seen as a Macro eNB by other eNBs)

The X2-Proxy appears as an eNB (for X2) to the eNB and HeNB.
-
From the eNB’s perspective, the neighbouring HeNBs connecting to X2-Proxy are considered as cells of the X2-Proxy.

-
From the HeNB’s perspective, the cells of the neighbouring eNBs are considered as cells of the X2-Proxy.

The X2-proxy is not regarded to be absolutely “transparent”, although the basic design principle foresees to align it with the behaviour of a macro eNB. The eNB (or HeNB) can realize X2-connectivity towards the neighbouring HeNB (or eNB) via an X2-proxy. The X2-Proxy only includes the cells of the HeNB’s neighbouring eNB(s) to the HeNB, and only includes the eNB’s neighbouring HeNBs to the eNB.
6.2.3.2.8.18
O&M impact (case of proxy reporting more than 256 cells)
Currently, when the eNB is notified of a neighbouring eNB, the eNB can add the neighbouring eNB’s cells into its NRT and notify the OAM. The OAM can change the attributes of the NRT.
In case the eNB has an X2 connection with the X2-Proxy, the eNB similarly saves/reports the NRT to the OAM, and OAM can change the attributes of the NRT. In case a specific OAM implementation manages the NRT on a per-eNB basis, it may need some changes to manage a NRT table with more than 256 cells for a neighbouring eNB, i.e. X2-Proxy.
6.2.3.2.8.19
When an SCTP Association between the HeNB-GW & an HeNB is established, i.e. what triggers this establishment?

As clearly described in Figure 6.2.1.4.1: HeNB initiated TNL address discovery and X2 setup and Figure 6.2.1.4.1.2: eNB initiated TNL address discovery and X2 setup of TR37.803, the setup of SCTP association is triggered by the TNL address discovery procedure, i.e. Step 8/9/18 in both figures. 

6.2.3.2.8.20
The concern for X2-Proxy using eNB Configuration Update procedure to notify an eNB, in case the HeNB-GW detects failure (or shutdown) of the SCTP association supporting the X2 connection towards an HeNB 
The concern is using the eNB Configuration Update procedure requires new logic in eNB. This is a misunderstanding on X2-Proxy. There is no new logic required for the eNB.

As stated multiple times in the TR and related contributions, the eNB considers the neighbouring HeNBs as the cells of the X2-Proxy. In case a neighbouring HeNB is unavailable, it is quite reasonable that the eNB receives the message from the X2-Proxy indicating that one of the X2-Proxy’s cell, i.e. the switched off HeNB, is unavailable. The SCTP with the X2-Proxy is used for all neighbouring HeNBs connected to the X2-Proxy. If using the proposed method as described in the question, i.e. explicit indication for the SCTP is unavailable, it will be a new logic to the eNB.

In current X2-Proxy, the explicit indication for the SCTP is unavailable is only used when all neighbouring HeNBs are power off.

6.2.3.2.8.21
Procedure for eNB to trigger the establishment of SCTP and X2 between the X2-Proxy and the said HeNB, after the eNB detects a restarted HeNB

When the eNB detects a restarted HeNB, the eNB initiates the TNL address discovery procedure. After the TNL address discovery procedure, the X2-Proxy initiates the SCTP association (Step 8) and X2 Setup (Step 10) with the HeNB. The eNB only have one X2 with the X2-Proxy. The eNB does not re-initiate the X2-Setup if the eNB already have X2 setup with the X2-Proxy.
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Figure 6.2.1.9.20.1 – eNB1 detects the restarted HeNB2
As described in above Figure, the X2-Proxy initiates the SCTP and X2 setup after the eNB (i.e. eNB1) initiated TNL address discovery procedure. One may argue that the eNB (i.e. eNB1) may choose not to initiate the X2 setup due to the NRT attribute is set to “No X2” for this HeNB (i.e. HeNB2), thus cause the SCTP/X2 is unnecessarily setup between the X2-Proxy and HeNB2. First, if the NRT attribute is set to “NO X2”, it is useless for the eNB1 initiated TNL address discovery procedure. It is questionable why eNB1 initiates the TNL address discovery procedure towards HeNB2 if the related NRT attribute is set to “NO X2”. Even if this does happen, it is a valid assumption that the NRT attribute in the HeNB2 is also set to “No X2” for eNB1. So when the X2-Proxy initiates the X2 setup request including the eNB1’s cell information, HeNB2 can reject the X2 Setup request. Thus there will be no SCTP/X2 between X2-Proxy and HeNB2.

6.2.3.2.8.22
Open issues
1. How to decouple X2-Proxy from S1-GW during the TNL address discovery and X2 setup?
6.2.3.3
X2 Routing Proxy Alternative

The X2 Routing proxy alternative supports X2 between eNBs & HeNBs independently of whether an HeNB-GW was present (or indeed needed) or not. Such a solution would provide flexibility to satisfy various deployment requirements. This would introduce the logical function, the X2 Routing Proxy.

The following diagram illustrates the applicable network architecture with the proposed solution.
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Figure 6.2.1.10.1 Logical network architecture 

The following sections provide more details of how such a solution would be implemented, highlighting certain key scenarios.
6.2.3.3.1
X2 Setup
One of the key scenarios to consider is how an X2 connection could be established between eNB & HeNB. The following figure illustrates the "basic" X2 setup procedure, i.e. when an eNB detects (or is configured with information about) a neighbouring HeNB.

The figure shows how the new proposal would work when the X2 Routing Proxy function is deployed.
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Figure 6.2.1.10.1.1 X2 Setup procedure

The steps shown in the above figure are as follows.

1.
eNB#1 detects HeNB#2.

2.
eNB#1 then requests information about HeNB#2 via the S1AP eNB/MME Configuration Transfer procedures, which are sent via the MME to HeNB#2.

3.
HeNB#2 provides two sets of TNL config. Info in the Configuration Transfer response, the first provides TNL info. of the X2 Routing Proxy, the second is TNL info. of HeNB#2 itself. Alternatively, only the TNL info of HeNB#2 is provided in the Configuration Transfer Response message and the X2 Routing Proxy TNL info is known by configuration in eNB#1.

4.
Once eNB#1 has received information about HeNB#2, it setups an SCTP Association to the X2 Routing Proxy using the TNL Configuration Information received/configured only if no SCTP association is yet existing..

5.
eNB#1 sends an X2 Setup Request to the peer node over the SCTP association between eNB#1 and the proxy. To avoid having to implement special behaviour with respect to populating neighbour cell information in the X2 message a new IE, the Receivers eNB TNL identity is introduced. This new IE allows the X2 Routing Proxy to determine where to send the X2 message to i.e. HeNB#2. If an SCTP association already exists towards HeNB#2, the proxy forwards the X2 Setup Request message over that existing association. If the SCTP association towards the HeNB#2 is not yet existing, the Proxy sets it up before forwarding the X2 Setup Request message (new logic).

6.
Once HeNB#2 receives the X2 Setup Request, the HeNB#2 notices that it doesn’t have yet an X2AP connection towards the peer eNB#1 ID included in the message. Therefore it does not reset any existing X2AP connection but instead establish a new one with the eNB#1 by responding with an X2 Setup Response. As for the Setup Request, a new IE the Receivers eNB TNL identity is included (which is set to identify eNB#1) in the X2 Setup Response.

The same scenario will be repeated if the eNB subsequently decides to establish an X2 to another HeNB. Similarly if the source is an HeNB and the target an eNB, the procedure is the same.

Similarly, the X2 Setup Failure message will require new IEs to identify both the source & target eNB/HeNB.

6.2.3.3.2
Other X2 procedures

In order to ensure in the case when an X2 Routing Proxy is deployed that the behaviour of the Proxy is kept simple & transparent, new “routing” IEs (to identify the source/target eNB) would also be introduced to other X2 messages that do not currently support such information. Whilst this would therefore require the addition of Source & Target eNB-ID TNL identity IEs to the X2 messages, it would result in a consistent & coherent implementation on the X2 Routing proxy.

An example being the Handover procedure shown below.
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Figure 6.2.1.10.1.2.1 Handover procedure

6.2.3.3.3
Summary

As can be seen from the information above, the proposed X2 Routing Proxy solution is simple, in that it only requires the addition of “routing” IEs in the X2 messages and some basic new functionality on the eNB/HeNB. The X2 Routing Proxy functionality is the ability to “route” messages based on received IEs.

This solution has advantages over the existing proposals including:

-
That it will work in various network architectures

-
There is no need to implement additional functionality on the HeNB-GW to manage non-UE related X2 procedures

-
There is no need to maintain neighbour cell mappings on the HeNB-GW

-
There is no need to manage X2AP IDs on the HeNB-GW

-
The solution does not require MME changes

-
There is no need to implement non-standard SCTP

6.2.3.3.4
Open Issues

-
How to notify the peer eNB (or HeNB) when the SCTP association between the X2 Routing Proxy and the HeNB (or eNB) breaks?

-
How to notify the eNB when the switched off HeNB power up with a different IP address, but other parameters (e.g. PCI, global eNB ID) are not changed? This may be even worse if the eNB does not know the HeNB switches off, i.e. The eNB did not initiate any X2 procedure towards the HeNB after the HeNB switched off , so the method as described in the 1st bullet does not work.
6.2.3.4
Support of X2 via an SCTP Concentrator

An SCTP concentrator acts as an IP proxy between an eNB and its HeNB neighbors. It addresses the issue of reducing the number of SCTP connections toward the macro network by leaving the X2AP layer untouched and by concentrating the SCTP layer. The SCTP concentrator is part of the transport layer, and it is transparent to the application layer. It can be completely “orthogonal” to the HeNB-GW.

6.2.3.4.1
Logical Architecture

In Figure 6.2.11.1.1.1 the logical architecture for an SCTP concentrator is shown. In principle, if a HeNB-GW is deployed, both logical nodes could be implemented in the same physical node, but by decoupling the X2 SCTP concentration functionality from the S1-GW functionality, a higher flexibility for the operator is obtained.
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Figure 6.2.11.1.1.1 Logical network architecture for an SCTP concentrator.
6.2.3.4.2
Functions

The SCTP concentrator hosts the following functions:

-
Mapping the application layer to the TNL as needed, by setting up and maintaining SCTP associations underneath the end-to-end X2 interface;

-
Performing NAT if desired, between HeNBs and eNBs;

-
Switching the appropriate SCTP streams into the various SCTP associations as required.

6.2.3.4.3
Protocol Stack

In Figure 6.2.1.11.3.1 we show the current protocol stack for the X2 control plane with the presence of an SCTP concentrator. A single SCTP association per X2-C interface instance is used with one pair of stream identifiers for X2-C common procedures. An SCTP concentrator terminates the lower layers so that the eNB does not need to be aware that several peers, with which it maintains X2 interfaces, are actually behind the concentrator.
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Figure 6.2.1.11.3.1 Protocol stack for the X2 interface over an SCTP concentrator.

The key characteristics are:

1.
There is a single X2AP association (application layer) between the eNB and each HeNB, so the eNB directly “sees” each neighbor.

2.
There is a single SCTP association (transport layer) between the eNB and the SCTP concentrator.

3.
There is a single SCTP association (transport layer) between the SCTP concentrator and each HeNB connected to it.

4.
The SCTP concentrator does not touch the application layer, and transports it transparently.

5.
For each HeNB, the SCTP concentrator maps the X2AP signaling on the appropriate SCTP association, “switching” between the various SCTP streams from the X2 interface between itself and the eNB.

6.
The SCTP concentrator can also act as a “smart NAT”, in case the HeNBs are assigned private IP addresses.

Points 2 and 3 above may require changes to [16], as detailed in Sec. 0.

In principle, the presence of the SCTP concentrator does not prevent a HeNB from setting up a direct X2 interface with another (H)eNB.

6.2.3.4.4
Leveraging SCTP Multi-Streaming

Point 5 above descends from the multi-streaming capabilities of SCTP. The eNB can map X2AP signaling for different HeNBs on different streams over the same SCTP association. The concentrator receives the messages, terminates the SCTP connection, and maps each message on a new SCTP association toward the appropriate HeNB according to the stream number used. Since there can be up to 65535 streams in an SCTP association, in principle it is possible to address a large number of HeNBs from the same eNB. The SCTP concentrator handles the appropriate switching between each stream number on the SCTP concentrator-macro eNB association and each HeNB-SCTP concentrator association (see Figure 6.2.1.11.4.1). This functionality is completely contained in the SCTP concentrator and only requires that the (H)eNBs map X2AP signaling to different peers, on different SCTP stream identifiers.
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Figure 6.2.1.11.4.1 Switching of SCTP streams into different SCTP associations by the SCTP concentrator.
6.2.3.4.5
Autonomous X2 Setup through the SCTP Concentrator

6.2.3.4.5.1
X2 Setup from HeNB to eNB

Let us assume that one of the HeNBs pictured needs to set up X2 with the macro eNB.

1.
The HeNB can obtain the TNL address of the eNB e.g. by doing a DNS lookup toward the core network, or by sending an eNB CONFIGURATION TRANSFER message to the MME, containing the eNB ID to look up, and reading the corresponding address in the answer (the MME CONFIGURATION TRANSFER from the MME can contain up to 2 IP addresses for the X2 SCTP endpoint).

2.
The HeNB sets up an SCTP association with the concentrator if none is already present. In the SCTP INIT chunk, the HeNB indicates both the address of the concentrator and the address of the eNB.

3.
The HeNB sends the X2 SETUP REQUEST to the concentrator.

4.
The concentrator reads the eNB address from the SCTP INIT chunk and sets up an SCTP association with the eNB if none is already present, negotiating a suitable set of SCTP stream identifiers. The concentrator also maps the stream identifiers from the SCTP association with the eNB, to the stream identifiers from the SCTP association with the HeNB.

5.
The concentrator forwards the X2 SETUP REQUEST to the eNB.

6.
Assuming a positive response, the eNB replies with X2 SETUP RESPONSE to the concentrator. The eNB needs to send the response over the same stream number as the received X2 SETUP REQUEST in order to allow mapping by the concentrator.

7.
Based on the mapping between SCTP streams in Step 4 above, the concentrator forwards the X2 SETUP RESPONSE to the HeNB and the procedure ends.

6.2.3.4.5.2
X2 Setup from eNB to HeNB

In this case, we assume that it is the eNB that has just discovered one of the HeNBs in and needs to set up an X2 with it. We assume the HeNB has already indicated both its address and the address of the SCTP concentrator to the MME, e.g. using the X2 TNL Configuration Info IE in the eNB CONFIGURATION TRANSFER message which the MME transparently passes to the target.

1.
The eNB could obtain the TNL address of the HeNB for example by sending an eNB CONFIGURATION TRANSFER message to the MME, containing the HeNB ID to look up. The MME will answer with both the HeNB address and the concentrator address in the MME CONFIGURATION TRANSFER message.

2.
The eNB sets up an SCTP association with the concentrator if none is already present, negotiating a suitable set of SCTP stream identifiers. At least two pairs of stream identifiers per HeNB, one for UE-associated signaling and one for non-UE-associated signaling in both directions, may be needed. In the SCTP INIT chunk, the eNB indicates both the address of the HeNB and the address of the concentrator.

3.
The concentrator reads the HeNB address from the SCTP INIT chunk and sets up an SCTP association with the HeNB if none is already present. The concentrator also maps the stream identifiers from the SCTP association with the HeNB, to the stream identifiers from the SCTP association with the eNB.

4.
The eNB sends the X2 SETUP REQUEST to the concentrator.

5.
The concentrator forwards the X2 SETUP REQUEST to the HeNB.

6.
Assuming a positive response, the HeNB replies with X2 SETUP RESPONSE to the concentrator. The HeNB needs to send the response over the same stream number as the received X2 SETUP REQUEST in order to allow mapping by the concentrator.

7.
Based on the mapping between SCTP streams in Step 4 above, the concentrator forwards the X2 SETUP RESPONSE to the eNB and the procedure ends.
6.2.3.4.6
Open Issues

6.2.3.4.6.1
ANR Impact on OAM

It is possible that, due to proprietary OAM extensions / features, the eNB might report the TNL addresses of newly-found neighbors in the NR report to its OAM. If this is the case, all discovered neighbor HeNBs that are connected through an SCTP concentrator will be reported with the same TNL address. The impact of having several neighbors with the same TNL address on the OAM, however, depends on the single OAM implementation.
6.2.3.4.6.2
Handling multiple peers connected to the same (H)eNB

In each (H)eNB there would be separate X2AP associations for each peer, regardless if it is connected directly or through the SCTP concentrator. For this reason, provided that two (H)eNBs are not connected via direct X2 and via X2 through the SCTP concentrator at the same time, a (H)eNB should be able to handle direct and indirect (i.e. through the concentrator) connections simultaneously. This, however, requires that each (H)eNB is able to map the X2AP to different peers, onto different SCTP streams.

6.2.3.4.6.3
Impact on Current SCTP Stack

Even though the capability to switch the different SCTP streams resides only in the SCTP concentrator itself, further analysis might be needed to assess the impact on the SCTP stack in the (H)eNBs connected through the concentrator.

In particular, the following open issues have been identified:

1.
SCTP was originally designed for pure point-to-point connections. The SCTP concentrator implements internal functionality on top of SCTP. It is FFS whether such functionality should be considered as an application requiring an SCTP PPI (Protocol Payload Indicator) of its own.
2.
The SCTP concentrator functionality exploits (“abuses”) the multihoming capability of SCTP. The IP addresses communicated over SCTP INIT chunks, according to the multihoming requirements in [16],need to be in different IP sub-networks, while still required to give access to the same SCTP stack. This might pose some limitations on IP address allocation. Without further configuration, the receiving side might have no information about the nature of the received IP address.

3.
According to [15], all IP addresses contained in the SCTP INIT chunk are considered as valid IP addresses of the sending host. By using an IP address received in the INIT chunk to establish an SCTP association to a third node (the other X2AP endpoint), the SCTP concentrator “abuses” this principle. A similar “abuse” happens in the sending node. It is FFS whether this is acceptable behavior.

4.
The number of SCTP streams between the concentrator and the eNB is greater than the number of SCTP streams between the concentrator and each HeNB. In other words, there need to be as many in/outbound streams between an eNB and the concentrator as HeNBs should ever connect to that eNB via the concentrator. According to [15], it is not foreseen to increase the number of streams once the SCTP association has been initialized. In principle it is possible to address a large number of HeNBs from the same eNB since there can be up to 65535 streams in an SCTP association, nevertheless in some cases this might pose dimensioning problems (some tens of bytes per stream may need to be reserved statically in each node). A mechanism to negotiate an additional set of stream IDs for each eNB-HeNB pair over the same SCTP association needs to be defined in IETF.

5.
The eNB needs to send the response over the same stream number as the received X2 SETUP REQUEST in order to allow mapping by the concentrator.

6.
Depending on the SCTP implementation in the sending node, an SCTP INIT having the same port and IP address as an existing SCTP association might not be sent by the source.

7.
Whenever a new X2 needs to be set up between a (H)eNB and a new neighbor via the concentrator, this needs to be done without setting up an additional SCTP association with the concentrator. A mechanism to set up SCTP only when there is none set up, needs to be defined.

6.2.3.4.6.4
Impact on Current Specifications

According to [16], there shall be only one SCTP association established for X2 between one eNB pair. It needs to be verified whether using the X2 SCTP concentrator violates this principle.

There might be some impact to [17] in order to include and differentiate the addresses of the SCTP concentrator from the addresses of the target (H)eNB, since both are signaled to the (H)eNB in the MME CONFIGURATION TRANSFER message.
6.3
Inter-CSG Mobility

6.4
RAN Sharing

6.4.1
Issue 1: Determining set of PLMN id(s) for which the UE is a member for HO to a CSG cell which is advertising multiple PLMN-ids

In RAN2, it was recently agreed to extend the membership check to also cover equivalent PLMN, see the following definition form TS 36.331:

CSG member cell: for a UE in RRC_CONNECTED, a cell broadcasting the identity of the Registered PLMN or Equivalent PLMN and for which CSG whitelist of the UE includes an entry comprising of cell’s CSG ID and the respective PLMN identity.

If the target cell is a CSG member cell, the UE will report membership in SI request for HO procedure together with ECGI/TAI/CSG ID.
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