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1	Work plan related evaluation
	Do you want to modify the time budget for this WI/SI compared to what was endorsed at the last RAN meeting?
	No



If you answered No:	Then please remove the Excel file from the zip file of this status report.
If you answered Yes:	Then please fill out the attached Excel template to request a modification of the time 		budgets for your WI /SI. The Excel table has to be filled out for all affected RAN WGs and 		up to the target date of the WI/SI. The basis are the endorsed time budgets of the last 		RAN meeting. Please highlight all changes of the values.
		One time unit (TU) corresponds to ~ 2 hours in the meeting.
		If this status report covers a WI with Core and Performance part, then please have one 		line for each in the attached Excel table.
		Note: If no Excel table is attached, then this means no time budget change.
Additional explanations/motivations for the time budget changes in the attached Excel table:


2.	Detailed progress in RAN WGs since last TSG meeting (for all involved WGs)
	NOTE: Agreements and Open issues impacted cross-TSG aspects shall be explicitly highlighted
2.1	RAN1
2.1.1	Agreements
2.1.1.4	RAN1#116
// Specification support for Beam Management

Agreement
For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling
· Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications
· FFS on the report content for beam related information 
· FFS on max number of reported beam related information in one report 

Agreement
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.


Agreement
· For NW-sided model and for UE-sided model, beam indication is based on unified TCI state framework
· FFS on whether/how potential enhancement is needed

Conclusion
For UE sided model at least for inference, for measurement, the configuration of Set B, 
· take the current CSI framework as the starting point


// Specification support for positioning accuracy enhancement

Agreement
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.

Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.

Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
(b) paired timing information and power information.

Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.

Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 

Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time

Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.


// Additional study on AI/ML for NR air interface: CSI prediction

Agreement
For Rel-19 study on CSI prediction, consider EVM agreed in Rel-18 CSI prediction based on UE-sided model as a starting point.
· FFS on additional assumptions, e.g., channel estimation error, phase discontinuity, CSI-RS periodicity.
· Note: Rel-18 CSI-RS configuration/reporting can be reused. 
· Note: additional EVM and corresponding template to collect the results can be updated.

Agreement
For Rel-19 study on CSI prediction, companies are encouraged to evaluate throughput performance by comparing performance with non-AI/ML based CSI prediction. 
· R18 eType II doppler codebook is assumed for CSI report for both AI/ML and Non AI/ML prediction. 
· Companies to report the assumption for N4, which could be 1, 2, 4, 8.

Note: Non-AI/ML based CSI prediction (Benchmark 2) can include statistical model based CSI prediction (e.g., based on Kalman filter, Wiener filter, Auto-regression). 

Agreement
For evaluation, to report computational complexity in unit of FLOPs including additional complexity if applicable, e.g., update of filter, and their assumption on non-AI based CSI prediction when performance results are provided. 

Conclusion
For the evaluation of the AI/ML based CSI prediction, it is up to companies to choose the modelling method and companies should report if ‘Channel estimation’ and/or ‘phase discontinuity’ is/are considered by companies.

Agreement
For the evaluation of the AI/ML based CSI prediction, consider following CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity (encouraged) 
· Aperiodic: Optional, CSI-RS burst with K resources and time interval m slots (based on R18 MIMO eType-II)
Note: Companies to report observation window (number/distance) and prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance) on their evaluation.

Conclusion
For Rel-19 study on CSI prediction only, consider UE-sided model only.

Agreement
· For CSI prediction evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations, to evaluate one or more of the following aspects:
· Various UE speeds (e.g., 10km/h, 30km/h, 60km/h, 120km/h)
· Various deployment scenarios
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Various frequency granularity assumptions
· Various antenna port numbers (e.g., 32 ports, 16 ports)
· To report the selected configurations for generalization verification
· To report the method to achieve generalization over various configurations and/or to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.
· To report generalization cases where multiple aspects (e.g., combination of above) are involved in one dataset, if adopted. 
· To report the performance and requirement (e.g., updating filter parameters, convergence of filter) for non-AI/ML-based CSI prediction to handle the various scenarios/configurations.

Agreement
For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.

// Additional study on AI/ML for NR air interface: CSI compression

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes



Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded. 

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following as baseline options for UE distribution:
· Option 1: 80% indoor, 20% outdoor
· Option 2: 100% outdoor
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 10 km/h, 20 km/h, 30 km/h, 60 km/h, 120 km/h. Assumption on O2I car penetration loss and spatial consistency follow the R18 AI based CSI prediction.

Working Assumption
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following benchmark scheme for performance comparison:
· For cases without prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI compression study.
· For cases with prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI prediction study, with R18 MIMO eType II codebook for compressing the feedback.

Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, study the following aspects of the performance/complexity trade-off when comparing the localized model with a benchmark model that is not localized:
· Performance of the localized model that has similar or lower complexity as the benchmark model.
· Model complexity of the localized model that achieves similar or better performance as the benchmark model.

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following evaluation assumptions:
· CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity(encouraged)
· Aperiodic (for cases with prediction): Optional, CSI-RS burst with K resources and time interval m milliseconds (based on R18 MIMO eType-II) 
· CSI reporting periodicity: {5, 10, 20} ms; other values are not precluded
· For cases with the use of past CSI information, to report observation window, including number/time distance of historic CSI/channel measurements.
· For cases with prediction, to report prediction window, including number/time distance of predicted CSI/channel.

Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.

Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.

Agreement
· For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, 
· adopt the CSI feedback overhead rate as reference, where the CSI feedback overhead rate is the average bit-rate of CSI feedback overhead across time.
Note: The CSI feedback overhead of a single report is calculated as in R18 CSI compression study.

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for cases with prediction of future CSI, in which prediction and compression are separated, to optionally evaluate a scheme with ideal prediction as an additional evaluation case for reference. 
Note: The ideal prediction scheme should model realistic channel estimation.

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for Case 2, Case 4 and Case 5, study the performance impact resulting from non-ideal UCI feedback.

Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.
· Feasibility.


// Additional study on AI/ML for NR air interface: Other aspects of AI/ML model and data

Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded

Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring

Agreement
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion

Conclusion:
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.  

Conclusion
RAN1 has no consensus to reply the SA5 LS (R1-2400035)  


2.1.2	Remaining Open issues
2.2	RAN2
2.2.1	Agreements
2.2.2	Remaining Open issues 
2.3	RAN3
2.3.1	Agreements
2.3.2	Remaining Open issues
2.4	RAN4
2.4.1	Agreements
2.4.1.1	RAN4#110
Issue 1-1: Generalization update 
Agreement:
1. For AI/ML generalization [tests/requirements]
0. RAN4 should discuss it and decide the requirements/tests for each AI feature in the case-by-case manner
Issue 1-2: Post deployment handling
Agreement: 
1. To ensure the AI performance after device deployment, discuss the following options further
1. Option 1: Conduct the conformance testing for AI model/functionality before deployment
0. FFS on the feasibility
1. Option 2: Design the test to verify the performance monitoring 
1. Depend on the other WG progress
1. Monitoring can be used for managing fallback, model update/model switching/model transfer, if applicable
1. Other options are not precluded
Issue 1-5: On device training/fine-tuning
Agreement: 
1. Come back to this issue after the other WG finalizes the corresponding procedure.
Issue 1-6: Combinations of features/capabilities
Agreement: 
1. Postpone the discussion for this issue until the Perf part.
Issue 1-7: Test data handling 
Agreement: 
1. For inference test, use synthetic channels as baseline, and check whether it can be used for the individual use case
Issue 3-2: Requirements for case 3a/3b
Agreement: 
RAN4 will not define positioning accuracy requirements for case 3a/3b
Issue 3-6: Requirements for case 2a/2b
[bookmark: _Hlk160701206]Agreement: 
RAN4 to come back to case 2a/2b based on progress in the other working groups
Issue 4-1: CSI Prediction Accuracy metrics
1. Proposals
0. Option 1: Prediction accuracy can be used as KPI/metric
0. Option 2: Prediction accuracy cannot be used because the “correct” value is not available
0. Option 3: Throughput should be the default metric, others should be discussed only if throughput is not feasible
0. Option 4: Others
Agreement: 
Agree option 3 for inference only. TBD whether we use relative or absolute throughput.
Monitoring will be discussed separately. 
Issue 4-2: Testing options for 2-sided model
Agreement: 
RAN4 to further discuss only options 3 and 4
Issue 4-3: Option 3 for 2-sided model
Consider model architecture and model training related parameters as shown in Table below
	Category
	Parameter
	Description/Examples

	Model architecture parametersa
	Model type
	Transformer, CNN, RNN, MLP

	
	Model depth
	Number of layers

	
	Layer type
	Fully connected, convolutional, activation layer, etc.

	
	Layer size
	Neuron count and configuration

	
	Quantization method for the encoder output
	Scalar, vector (with codebook)

	
	Encoder-decoder interface
	Number of bits of latent message

	
	Fixed point representation
	Int8, int16, floating point etc

	
	Format of input to encoder/output of decoder
	

	Model Training related parameters
	Training procedure
	FFS (e.g Initialization method, training duration, training completion criteria, collaboration type, encoder assumption, etc)

	
	Loss function
	SGCS, NMSE, etc.

	
	Training datasets
	Channel model, number of Tx/Rx ports
Other parameters FFS (e.g. rank)

	
	Hyperparameters
	Learning rate, batch size, regularization techniques and strength, optimization algorithm, etc.

	
	Cross-validation details
	Dataset splits for training/testing/validation

	Generalization (may be applicable to all four options)
	Performance requirements on test dataset(s)
	Mean SGCS, etc.

	Scalability (may be applicable to all four options)
	Supported antenna port configurations
	(2,8,2), (2,4,2), etc.

	
	Supported feedback payloads
	Low, medium, high overhead (with specified number of bits)


Notes: green part is what is already agreed, what else needs to be agreed has to be further discussed.

2.4.2	Remaining Open issues
1. General aspects
0. Generalization update 
0. Post deployment handling
0. Latency requirements
0. Data collection
0. On device training/fine-tuning
0. Combinations of features/capabilities
0. Test data handling
0. Testing goals updated
0. Reference block diagrams
0. Diagram of RAN4 AI/ML requirements/testing framework
0. Definitions of RAN4-related terms in the TR
1. Testability and interoperability issues for beam management 
1. Metrics/KPIs for CSI requirements/tests
1. Measurement accuracy
1. Test setup feasibility for FR12
1. Channel models
1. Ground truth vs. UE reported measurements
1. Datasets for training/testing
1. Testability and interoperability issues for positioning accuracy enhancement
2. Requirements for case 1
2. Requirements for case 3a/3b
2. Handling of requirements for measurements and reported metrics/values
2. KPIs for case 1
2. KPIs for case 3a/3b
2. Requirements for case 2a/2b
1. Testability and interoperability issues for CSI compression and CSI prediction
3. CSI Prediction Accuracy metrics
3. Testing options for 2-sided model
3. Option 3 for 2-sided model
3. Option 4 for 2-sided model
3. Comparison table
2.5	RAN5
2.5.1	Agreements
2.5.2	Remaining Open issues
2.5.3	Remaining Open issues with cross-WG dependencies
2.6	RAN6
2.6.1	Agreements
2.6.2	Remaining Open issues

3.	Detailed progress in SA/CT WGs since last TSG meeting (for all involved WGs)
NOTE: This section only needs to be filled in for WI/SIs where there is a corresponding relevant WI/SI in SA/CT. 
3.1	SAx/CTs
3.1.1	Agreements with cross-TSG impacts
3.1.2	Remaining Open issues with cross-TSG impacts
NOTE: This section should also flag any critical dependencies that need TSG attention. 
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R1-2400721	Discussion for supporting AI/ML based positioning accuracy enhancement	Samsung
R1-2400757	Discussion on AI/ML-based positioning accuracy enhancement	CICTCI
R1-2400767	Discussions on specification support for AI/ML positioning accuracy enhancement	Fujitsu
R1-2400794	AI/ML for Positioning Accuracy Enhancement	Nokia, Nokia Shanghai Bell
R1-2400845	Discussions on AI/ML for positioning accuracy enhancement	Sony
R1-2400923	Specification impacts for Enhanced Positioning	Lenovo
R1-2401003	Discussion on Specification support for positioning accuracy enhancement	Apple
R1-2401042	Discussion on support for AIML positioning	InterDigital, Inc.
R1-2401056	Discussion on Support for Positioning Accuracy Enhancement	NTPU
R1-2401476	Discussion on Support for Positioning Accuracy Enhancement	NTPU
Revision of R1-2401056
R1-2401082	Discussion on specification support for AI-ML based positioning accuracy enhancement	Baicells
R1-2401108	Discussion on specification support for positioning accuracy enhancement	NTT DOCOMO, INC.
R1-2401137	Design for AI/ML based positioning	MediaTek Korea Inc.
R1-2401154	Discussion on Specification Support of AI/ML for Positioning Accuracy Enhancement	Indian Institute of Tech (M), IIT Kanpur
R1-2401172	Discussions on specification support for positioning accuracy enhancements	Sharp
R1-2401198	AI/ML positioning accuracy enhancement	Fraunhofer IIS, Fraunhofer HHI
R1-2401268	Discussion on specification support for AI/ML Positioning Accuracy enhancement	CEWiT
R1-2401432	Specification support for AI-ML-based positioning accuracy enhancement	Qualcomm Incorporated

// Additional study on AI/ML for NR air interface: CSI prediction
R1-2401587	Summary #4 of CSI prediction	Moderator (LG Electronics)
R1-2401586	Summary #3 of CSI prediction	Moderator (LG Electronics)
R1-2401585	Summary #2 of CSI prediction	Moderator (LG Electronics)
[bookmark: _Hlk147503452]R1-2401584	Summary #1 of CSI prediction	Moderator (LG Electronics)
R1-2400046	Disscussion on AIML for CSI prediction	Spreadtrum Communications, BUPT
R1-2400146	Discussion on CSI prediction for AI/ML	Huawei, HiSilicon
R1-2400165	AI/ML for CSI prediction	Ericsson
R1-2400234	Discussion on CSI prediction	vivo
R1-2400264	Discussion on study for AI/ML CSI prediction	ZTE
R1-2400318	Discussion on AI/ML for CSI prediction	CMCC
R1-2400394	AI/ML based CSI Prediction	Google
R1-2400420	Study on AI/ML-based CSI prediction	CATT
R1-2400463	Discussion on CSI prediction	NEC
R1-2400545	Discussion on one side AI/ML model based CSI prediction	xiaomi
R1-2400620	Additional study on AI/ML-based CSI prediction	OPPO
R1-2400656	Discussion on AI/ML-based CSI prediction	China Telecom
R1-2400694	Additional study on AI-enabled CSI prediction	NVIDIA
R1-2400722	Discussion for further study on AI/ML-based CSI prediction	Samsung
R1-2400768	Discussion on CSI prediction with AI/ML	Fujitsu
R1-2400795	AI/ML for CSI Prediction	Nokia, Nokia Shanghai Bell
R1-2400832	On AI/ML for CSI prediction	Lenovo
R1-2400842	Discussion on AI/ML for CSI prediction	SK Telecom
R1-2400846	Discussions on CSI prediction	Sony
R1-2400896	Varying CSI feedback granularity based on channel conditions	Rakuten Mobile, Inc
R1-2400908	Discussion on AI/ML-based CSI prediction	InterDigital, Inc.
R1-2400915	Study on CSI prediction	LG Electronics
R1-2401004	Discussion on AI based CSI prediction	Apple
R1-2401036	Discussion on AI/ML for CSI prediction	Panasonic
R1-2401057	Discussion on CSI Prediction under AI/ML for NR Air-Interface	NTPU
R1-2401477	Discussion on CSI Prediction under AI/ML for NR Air-Interface	NTPU
Revision of R1-2401057
R1-2401109	Discussion on the AI/ML for CSI prediction	NTT DOCOMO, INC.
R1-2401151	Discussion on study of AI/ML for CSI prediction	IIT Kanpur, Indian Institute of Tech (M)
R1-2401173	Discussions on CSI prediction	Sharp
Withdrawn
R1-2401269	Discussion on  AI/ML for CSI Prediction	CEWiT
R1-2401303	CSI Prediction	MediaTek Inc.
R1-2401367	Discussion on AI/ML for CSI prediction	AT&T
R1-2401433	Additional study on CSI prediction	Qualcomm Incorporated


// Additional study on AI/ML for NR air interface: CSI compression
R1-2401560	Summary#4 for Additional study on AI/ML for NR air interface: CSI compression	Moderator (Qualcomm)
R1-2401559	Summary#3 for Additional study on AI/ML for NR air interface: CSI compression	Moderator (Qualcomm)
R1-2401558	Summary#2 for Additional study on AI/ML for NR air interface: CSI compression	Moderator (Qualcomm)
R1-2401557	Summary#1 for Additional study on AI/ML for NR air interface: CSI compression	Moderator (Qualcomm)
R1-2400047	Disscussion on AIML for CSI compression	Spreadtrum Communications, BUPT
R1-2400095	Discussion on potential performance enhancements/overhead reduction with AI/ML-based CSI feedback compression	FUTUREWEI
R1-2400150	Discussion on CSI compression for AI/ML	Huawei, HiSilicon
R1-2400166	AI/ML for CSI compression	Ericsson
R1-2400235	Discussion on CSI compression	vivo
R1-2400265	Discussion on study for AI/ML CSI compression	ZTE
R1-2400319	Discussion on AI/ML for CSI compression	CMCC
R1-2400378	AI/ML for CSI compression	Intel Corporation
R1-2400395	AI/ML based CSI Compression	Google
R1-2400421	Study on AI/ML-based CSI compression	CATT
R1-2400464	Discussion on CSI compression	NEC
R1-2400501	Discussion on AI/ML for CSI compression	Comba
R1-2400511	Discussions on the remaining issues for other aspects of AI/ML for CSI compression	TCL
R1-2400546	Discussion on two-sided AI/ML model based CSI compression	xiaomi
R1-2400621	Additional study on AI/ML-based CSI compression	OPPO
R1-2400653	Discussion on CSI compression for AI/ML	BJTU
R1-2400657	Discussion on AI/ML-based CSI compression	China Telecom
R1-2400695	Addtional study on AI-enabled CSI compression	NVIDIA
R1-2400723	Discussion for further study on AI/ML-based CSI compression	Samsung
R1-2400769	Discussion on CSI compression with AI/ML	Fujitsu
R1-2400796	AI/ML for CSI Compression	Nokia, Nokia Shanghai Bell
R1-2400833	On AI/ML for CSI compression	Lenovo
R1-2400847	Discussions on CSI compression	Sony
R1-2400909	Discussion on AI/ML-based CSI compression	InterDigital, Inc.
R1-2400916	Study on CSI compression	LG Electronics
R1-2401005	Discussion on AI based CSI compression	Apple
R1-2401037	Discussion on AI/ML for CSI compression	Panasonic
R1-2401058	Discussion on AI/ML-based CSI compression	NTPU
R1-2401478	Discussion on AI/ML-based CSI compression	NTPU	
Revision of R1-2401058
R1-2401110	Discussion on the AI/ML for CSI compression	NTT DOCOMO, INC.
R1-2401135	Discussions on AI/ML for CSI feedback	CAICT
R1-2401152	Discussion on study of AI/ML for CSI compression	IIT Kanpur, Indian Institute of Tech (M)
R1-2401155	Discussion on Additional Study of AI/ML for CSI Compression	Indian Institute of Tech (M), IIT Kanpur
R1-2401174	Discussions on CSI compression	Sharp
R1-2401224	Discussion on AI/ML for CSI compression	ETRI
R1-2401242	Discussion on AI/ML for CSI Compression	Fraunhofer IIS, Fraunhofer HHI
R1-2401270	Discussion on  AI/ML for CSI Compression	CEWiT
R1-2401304	CSI Compression	MediaTek Inc.
R1-2401339	Discussion on AI/ML based CSI compression	ITL
R1-2401434	Additional study on CSI compression	Qualcomm Incorporated


// Additional study on AI/ML for NR air interface: Other aspects of AI/ML model and data
R1-2401572	Summary #4 for other aspects of AI/ML model and data	Moderator (OPPO)
R1-2401571	Summary #3 for other aspects of AI/ML model and data	Moderator (OPPO)
R1-2401570	Summary #2 for other aspects of AI/ML model and data	Moderator (OPPO)
[bookmark: _Toc101357053]R1-2401569	Summary #1 for other aspects of AI/ML model and data	Moderator (OPPO)
R1-2400048	Discussion on other aspects of AI/ML model and data	Spreadtrum Communications
R1-2400094	Discussion on other aspects of AI/ML model and data on AI/ML for NR air-interface				FUTUREWEI
R1-2400147	Discussion on other aspects of the additional study for AI/ML	Huawei, HiSilicon
R1-2400172	Discussion on other aspects of AI/ML	Ericsson
R1-2400236	Other aspects of AI/ML model and data	vivo
R1-2400266	Discussion on study for other aspects of AI/ML model and data	ZTE
R1-2400320	Discussion on other aspects of AI/ML model and data	CMCC
R1-2400380	Other study aspects of AI/ML for air interface	Intel Corporation
R1-2400396	AI/ML Model and Data	Google
R1-2400422	Study on other aspects of AI/ML model and data	CATT
R1-2400466	Discussion on other aspects of AI/ML model and data	NEC
R1-2400514	On AI model transfer	Dell Technologies
R1-2400547	Further study on AI/ML model and data	xiaomi
R1-2400622	Additional study on other aspects of AI/ML model and data	OPPO
R1-2400696	Additional study on other aspects of AI model and data	NVIDIA
R1-2400724	Discussion for further study on other aspects of AI/ML model and data	Samsung
R1-2400758	On other aspects of AI/ML model and data	CICTCI
R1-2400770	Discussion on other aspects of AI/ML model and data	Fujitsu
R1-2400780	Discussion on other aspects of AI/ML model and data	Continental Automotive
R1-2400797	Other Aspects of AI/ML Model and Data	Nokia, Nokia Shanghai Bell
R1-2400834	On aspects of AI/ML model and data framework	Lenovo
R1-2400910	Discussion on other aspects of AI/ML model and data	InterDigital, Inc.
R1-2401006	Discussion on other aspects of AI/ML model and data	Apple
R1-2401038	Discussion on other aspects for AI/ML for air interface	Panasonic
R1-2401060	Discussion on functionality update, model identification, data collection and model transfer			NTPU
R1-2401479	Discussion on functionality update, model identification, data collection and model transfer			NTPU
Revision of R1-2401060
R1-2401111	Discussion on other aspects of AI/ML model and data	NTT DOCOMO, INC.
R1-2401138	View on AI/ML model and data	MediaTek Korea Inc.
R1-2401175	Discussions on other aspects of AI/ML model and data	Sharp
R1-2401225	Discussion on other aspects of AI/ML model and data	ETRI
R1-2401366	Other Aspects of AI/ML framework	AT&T
R1-2401435	Other aspects of AI/ML model and data	Qualcomm Incorporated

4.2	RAN2
4.3	RAN4
4.3.1	RAN4#1110
// General aspects
R4-2400090	Discussion on general aspects for AIML for NR air
					Type: discussion		For: Discussion
					Source: CATT
Decision:		Noted.
R4-2400133	Discussion on general aspects of AIML for NR air interface
					Type: discussion		For: Discussion
					Source: CAICT
Decision:		Noted.
R4-2400505	General aspects on AI/ML for NR Air Interface
					Type: discussion		For: Discussion
					Source: Apple
Decision:		Noted.
R4-2400560	AI/ML general
					Type: discussion		For: Approval
					Source: Qualcomm, Inc.
Decision:		Noted.
R4-2401044	(NR_AIML_air-Core) Discussion on generalization
					Type: discussion		For: Discussion
					Source: CMCC
Decision:		Noted.
R4-2401566	General testability and interoperability discussions for NR AIML
					Type: discussion		For: Discussion
					Source: NTT DOCOMO, INC.
Decision:		Noted.
R4-2401609	Discussion on general aspects on AI/ML
					Type: discussion		For: Discussion
					Source: vivo
Decision:		Noted.
R4-2401684	General Aspects on AIML for NR air interface
					Type: discussion		For: Discussion
					Source: Huawei,HiSilicon
Decision:		Noted.
R4-2401814	General aspects on AI/ML test
					Type: other		For: Approval
					Source: OPPO
Decision:		Noted.
R4-2402388	General aspect of AI/ML for NR air interface
					Type: other		For: Approval
					Source: Samsung
Decision:		Noted.
R4-2402412	AI general considerations
					Type: discussion		For: Discussion
					Source: Ericsson
Abstract: 
Considerations on AI in RAN4 applicable to all use cases
Decision:		Noted.
R4-2402439	Views on general aspects of AI-ML testability and interoperability
					Type: discussion		For: Discussion
					Source: Intel Corporation
Decision:		Noted.
R4-2402565	On AIML Requirements and Testing Framework
					Type: discussion		For: Discussion
					Source: Nokia, Nokia Shanghai Bell
Decision:		Noted.
// Testability and interoperability issues for beam management
R4-2400091	Discussion on testability and interoperability issues for BM
					Type: discussion		For: Discussion
					Source: CATT
Decision:		Noted.
R4-2400134	Discussion on testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: CAICT
Decision:		Noted.
R4-2400506	AI/ML Testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: Apple
Decision:		Noted.
R4-2400561	AI/ML beam prediction
					Type: discussion		For: Approval
					Source: Qualcomm, Inc.
Decision:		Noted.
R4-2401046	(NR_AIML_air-Core) Discussion on testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: CMCC
Decision:		Noted.
R4-2401171	Discussion on testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					38.133 v	  CR-  rev  Cat:  ()

					Source: xiaomi
Decision:		Noted.
R4-2401610	Discussion on testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: vivo
Decision:		Noted.
R4-2401685	Testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: Huawei,HiSilicon
Decision:		Noted.
R4-2401815	Testability and interoperability issues  for beam management
					Type: other		For: Approval
					Source: OPPO
Decision:		Noted.
R4-2401818	Discussion on the Interoperability and testability aspects of AI/ML Beam management
					Type: other		For: Approval
					Source: ZTE Corporation
Decision:		Noted.
R4-2401920	Discussion on testability and interoperability for beam management with AI/ML
					Type: discussion		For: Discussion
					Source: MediaTek Inc.
Decision:		Noted.
R4-2402304	Testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: Nokia, Nokia Shanghai Bell
Decision:		Noted.
R4-2402389	Discussion on testability and interoperability issues for beam management
					Type: other		For: Approval
					Source: Samsung
Decision:		Noted.
R4-2402414	AI beam management use case
					Type: discussion		For: Discussion
					Source: Ericsson
Abstract: 
Overview of SI conclusions and impacts to RAN4 for beam management use case
Decision:		Noted.

// Testability and interoperability issues for positioning accuracy enhancement
R4-2400092	Discussion on testability and interoperability issues for positioning
					Type: discussion		For: Discussion
					Source: CATT
Decision:		Noted.
R4-2400136	Discussion on testability and interoperability issues for positioning accuracy enhancement
					Type: discussion		For: Discussion
					Source: CAICT
Decision:		Noted.
R4-2400507	AI/ML Testability and interoperability issues for positioning accuracy enhancement
					Type: discussion		For: Discussion
					Source: Apple
Decision:		Noted.
R4-2401043	(NR_AIML_air-Core) Discussion on testability and interoperability issues for positioning
					Type: discussion		For: Discussion
					Source: CMCC
Decision:		Noted.
R4-2401611	Discussion on testability and interoperability issues for positioning accuracy enhancement
					Type: discussion		For: Discussion
					Source: vivo
Decision:		Noted.
R4-2401686	Testability and interoperability issues for positioning accuracy enhancement
					Type: discussion		For: Discussion
					Source: Huawei,HiSilicon
Decision:		Noted.
R4-2401816	Testability and interoperability issues  for positioning accuracy enhancement
					Type: other		For: Approval
					Source: OPPO
Decision:		Noted.
R4-2401819	Discussion on the Interoperability and testability aspects of AI/ML positioning
					Type: other		For: Approval
					Source: ZTE Corporation
Decision:		Noted.
R4-2402305	Testability and interoperability issues for positioning accuracy enhancement
					Type: discussion		For: Discussion
					Source: Nokia, Nokia Shanghai Bell
Decision:		Noted.
R4-2402387	Discussion for further RAN4 study on AIML based positioning
					Type: discussion		For: Discussion
					Source: Samsung
Decision:		Noted.
R4-2402695	On issues related to AI/ML based positioning
					Type: other		For: Discussion
					Source: Ericsson
Abstract: 
This paper discusses testability and interoperability issues for AI/ML based positioning
Decision:		Noted.

// Testability and interoperability issues for CSI compression and CSI prediction
R4-2400093	Discussion on testability and interoperability issues for CSI
					Type: discussion		For: Discussion
					Source: CATT
Decision:		Noted.
R4-2400135	Discussion on testability and interoperability issues for CSI compression and CSI prediction
					Type: discussion		For: Discussion
					Source: CAICT
Decision:		Noted.
R4-2400508	AI/ML Testability and interoperability issues for CSI compression and CSI prediction
					Type: discussion		For: Discussion
					Source: Apple
Decision:		Noted.
R4-2400562	AI/ML CSI
					Type: discussion		For: Approval
					Source: Qualcomm, Inc.
Decision:		Noted.
R4-2401045	(NR_AIML_air-Core) Discussion on testability and interoperability issues for  CSI compression and CSI prediction
					Type: discussion		For: Discussion
					Source: CMCC
Decision:		Noted.
R4-2401172	Discussion on testability and interoperability issues for CSI
					Type: discussion		For: Discussion
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					Source: xiaomi
Decision:		Noted.
R4-2401612	Discussion on testability and interoperability issues for CSI compression and CSI prediction
					Type: discussion		For: Discussion
					Source: vivo
Decision:		Noted.
R4-2401687	Testability and interoperability issues for CSI compression and CSI prediction
					Type: discussion		For: Discussion
					Source: Huawei,HiSilicon
Decision:		Noted.
R4-2401817	Testability and interoperability issues for CSI compression and CSI prediction
					Type: other		For: Approval
					Source: OPPO
Decision:		Noted.
R4-2402306	Testability and interoperability issues for CSI compression and CSI prediction
					Type: discussion		For: Discussion
					Source: Nokia, Nokia Shanghai Bell
Decision:		Noted.
R4-2402390	Discussion on testability and interoperability issues for AI-CSI
					Type: other		For: Approval
					Source: Samsung
Decision:		Noted.
R4-2402413	AI CSI use case
					Type: discussion		For: Discussion
					Source: Ericsson
Abstract: 
Discussion on open aspects for the 2-sided use case
Decision:		Noted.
// Moderator summary and conclusions
R4-2401100	Topic summary for [110][141] NR_AIML_air
					Type: other		For: Information
					Source: Moderator(Qualcomm)
Abstract: 
[110][141] NR_AIML_air AI 11.1
Decision:		Noted.
Conclusions and newly allocated tdocs in the first round
R4-2403712	WF on NR_AIML_air
					Type: other		For: Approval
					Source: Qualcomm
Decision:		Approved.
R4-2403871	Ad hoc minutes on AI/ML
					Type: other		For: Approval
					Source: Qualcomm
Decision:		Noted.
Minutes and agreements after the first round
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v04.74	28.10.2016		minor adaptations for RAN #74
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v04.72	26.05.2016		adaptations for RAN #72 (introduction of NR & GERAN TUs)
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v04.66	16.11.2014		minor adaptations for RAN #66
v04.65	16.08.2014		minor adaptations for RAN #65
v04.64	22.05.2014		minor adaptations for RAN #64
v04.63	24.01.2014		restructuring for RAN #63 to cover Core & Perf. in one doc file
v03.62	11.11.2013		section 1.2.3 adapted for RAN #62
v03	11.08.2013		section 1.2.3 added on time budget
v02	07.05.2010		history added, some spelling corrections
v01	13.11.2009		First version of the template
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