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Introduction
During Rel-17 XR study item, traffic modeling of video stream in XR service and baseline evaluation of capacity, power consumption, coverage and mobility are studied and captured in [1]. Based on the evaluations in Rel-17 XR study item, the capacity enhancement, power saving enhancement and XR awareness are studied and specified in Rel-18 [2]. In the meanwhile, the use cases for metaverse and multi-modality are identified by SA, which are captured in TR22.856 [3] and TR22.847 [4]. 
Based on the XR standardization process mentioned above, companies have interests in following directions for further XR evolution in [5].
	· Study and if justified, specify aspects related to multi-modality(intra-UE)/multi-QoS flow (intra-UE) (with coordination with SA2/SA4), and other aspects requiring coordination w/ SA initiated work as necessary (e.g., SA2/SA4 task list which may potential have RAN impact) 
· Measurement Gaps / Scheduling restrictions: Specify enhancements for reducing the impact to capacity and impact to individual UEs with respect to scheduling restrictions for FR1 and FR2 inter-frequency RRM measurements with measurement gaps and FR2 intra-frequency measurements w/o measurement gaps. [RAN1, RAN2, RAN4]. 
· UTO-UCI: support multiple CG config 
· CQI/CSI link adaption enhancement
· FFS exact scope: PDSCH reception based, Traffic related, Soft-HARQ
· FFS CBG enh. 
· Delay aware / Delay adaptive (remaining time) scheduling


In this paper, we continue to discuss the potential direction for Rel-19 XR, including e.g., multi-modality enhancement and Rel-18 leftover enhancements (e.g., measurement gap, UTO-UCI enhancement and others).
Multi-modality enhancement
Overview
According to TR22.856 [3] and TR22.847 [4], the following typical use cases are identified in Figure 1.
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Figure 1 Typical use cases for metaverse and multi-modality.
In the future, single interaction method (e.g., only vision interaction) would not meet the requirement of deep immersion from the perspective of UE experience. To this regard, multi-modal interaction is expected to further improve the immersion experience of XR/metaverse/multi-modality service. Apart from video, haptic or tactile data becomes another critical traffic. Therefore, multi-flow use cases (e.g., video stream and haptic stream) for single UE is one of typical use cases for XR/metaverse/multi-modality services.
Multi-modality awareness in RAN
First of all, we think multi-modality awareness in RAN will be primary requirement for XR/metaverse/multi-modality services due to different QoSs (including e.g., packet error rate and packet delay budget) for different flows. Taking multi-flow transmission (e.g., video stream and haptic stream transmission) for example, the QoSs for video stream and haptic stream are shown in Table 1, respectively, according to TR22.856 [3] and TR22.847 [4].
Table 1: PSR and PDB for video stream and haptic stream.
	Traffic
	Packet success rate
	Packet delay budget

	Video stream
	99%
	10ms

	Haptic stream
	99.9%~99.999%
	5ms


Besides, haptic devices always include multiple sensors, where haptic packet in each sensor arrives randomly, following e.g., generalized Pareto distribution [3]. The haptic devices integrate all the sensors, resulting in dense and variable aggregated packet size due to different packet arrival of each sensor. According to TR22.856 [3] and TR22.847 [4], two optional multi-flow models (i.e., Haptic + video model) are identified in Figure 2.
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	Option 1: Single sensor haptic and video
	Option 2: multiple sensors (e.g., 4 sensors) haptic and video


Figure 2 Two options for haptic and video traffic modeling.
In summary, haptic traffic in Option 1 is aperiodic and fixed packet size, while haptic stream in Option 2 is almost periodic and variable packet size. 
Based on different QoSs for video stream and haptic stream, absence of multi-modality awareness in RAN leads to indiscriminate scheduling, resulting in low resource efficiency and capacity performance loss. 
The following simulation results based on Option 2 traffic modeling show the capacity comparison between no multi-modality awareness in RAN (i.e., Without. Awareness in Figure 3) and multi-modality awareness in RAN (i.e., With. awareness in Figure 3). Simulation results justify that with multi-modality awareness in RAN, capacity performance can be improved significantly.   
[image: ]
Figure 3 Capacity comparison between no multi-modality awareness in RAN (i.e., Without. Awareness) and multi-modality awareness in RAN (i.e., With. awareness)
[bookmark: _Toc8673]Multi-modality awareness should be considered for XR enhancement in Rel-19.
In addition, with regards to interaction between SA/CT and RAN for multi-modality support, RAN can firstly study which information is helpful for performance improvement in multi-modality and then ask SA/CT whether we can obtain this kind of information by LS. It should be noted that the source of such assistance information may be different for UL and DL. In case of DL, the information needs to be obtained and transmitted by a CN node. Here, SA/CT involvement is required and this work can be done using some interaction between SA/CT and RAN once the study on the useful information is stable. On the other hand, regardless of the DL assistance information, assistance information for UL can always be provided by UE to RAN directly. The question is whether we leave it up to UE implementation (in which case no additional work is needed in SA//CT groups) or if some specification work is needed for this (e.g. to specify NAS level TFT filters etc to generate the UL multi-modality related assistance information), in which case some specification work is needed – e.g. for NAS signalling which may involve SA/CT groups. During the study, RAN should investigate both options. Taking XR-awareness study for example, RAN can first study some potential XR awareness information which is helpful for improving capacity and power performance, and in parallel initiate any supporting associated work to specify this in SA. It should also be noted that, at least some standardization work for RAN in multi-modality without SA involvement is also possible, e.g. in UL with UE assistance instead of core network.
[bookmark: _Toc13581]UL enhancements for multi-modality can be supported in RAN without SA/CT involvement, whilst support from SA/CT would be beneficial for multi-modality support in DL.
Enhancements on multi-modality awareness
Based on multi-modality awareness, the following enhancements can be considered.
From user experience perspective, synchronization guaranteed in RAN has advantages of synchronization budget saving and real-time adjustment based on synchronization request, compared to synchronization guaranteed in core network. Furthermore, awareness of synchronization requirements in the scheduler can enable joint scheduling of synchronized streams in both UL and DL, improving the overall delay performance.
As shown in Figure 4, the synchronization threshold [6] tends to affect packet delay budget of one of stream (i.e., video stream only has 7ms packet delay budget instead of 10ms).
[image: 同步对数据流PDB的影响]
Figure 4 Impact of synchronization threshold in packet delay budget.
The following simulation results in Figure 5 show capacity performance comparison between synchronization guaranteed in RAN (i.e., Sync. in RAN in Figure 5) and synchronization guaranteed in core network (i.e., Sync. in CN in Figure 5). According to our simulation results, capacity performance of synchronization guaranteed in RAN increases to three times as compared with synchronization in core network.
[image: ]
Figure 5 Capacity comparison between synchronization guaranteed in core network and synchronization guaranteed in RAN.
Multi-modality synchronization in RAN [RAN2, RAN3, RAN1]
It is observed that the haptic stream from a single senor is aperiodical in nature and follow general Pareto distribution and haptic stream of integrated multi-senor is denser with variable packet size, while the associated video stream is periodical in nature with variable packet size. Due to different periodicities between haptic stream and video stream, not all the haptic packets have synchronization request with video packets. The synchronization awareness in RAN should be considered. Taking uplink transmission for example, some mechanism to indicate uplink synchronization request can help gNB identify the haptic packet with synchronization request so that gNB is capable of reacting quickly for scheduling video and the associated haptic packets. The gNB can receive required haptic packet and video packet within synchronization threshold. Moreover, uplink synchronization request reporting can inform gNB the remaining delay budget based on synchronization threshold and help gNB prioritize to scheduling the packet close to synchronization threshold.
Multi-modality service performance monitoring mechanism [RAN3, RAN2]
Compared to services in previous releases, the multi-modality services require timely and synchronized delivery of data with further requirements for high data rate/low latency. Therefore, further enhancements on monitoring the system performance to ensure synchronization and coordination for multi-flow of single UE can be considered.
New metrics such as 'motion-to-photon' latency related to multi-modality need to be studied in Rel-19. The 'motion-to-photon' latency (the lag between a user making a movement and the movement being displayed within the display) is a particularly important metric as temporal delays can degrade sensorimotor performance. The metric is very different from current performance metrics such as packet delay or packet loss. It also needs to study which entity monitors these metrics. (e.g. by network or by UE or both).
New measurements for evaluating multi-modality services need to be investigated. For example, how to evaluate the synchronization performance of QoS flows need to be studied. During Rel-18 XR WID, the concept of PDU Set has been introduced. It should be noted the synchronization of PDU Set among QoS flows belong to one UE is the key for better experience of multi-modality services. 
In addition, RAN node may need new UE assistance information as the input for performance evaluation. For example, the configuration of Prioritized Bit Rate (PBR) and Bucket Size Duration (BSD) are key parameters for the uplink traffic shaping and rate limiting for multi-modality service. UE assistance information may be needed to dynamically configure and reconfigure these key parameters during the multi-modality related sessions.
Intra-UE PDSCH/PUSCH multiplexing in a slot [RAN1]
As mentioned above, haptic stream in case of aggregated multi-sensor traffic has dense arrival rate and variable packet sizes and video stream is qusi-periodical/periodical, and both streams are latency-sensitive. Besides, video stream is generally of large packet size, multiple slots will be used for video stream transmission. In such multi-flow traffic model, serious collision and resource starvation will be expected in the transmission.
PDSCHs/PUSCHs multiplexed in a slot can be considered for ensuring the transmission of latency sensitive traffic without sacrificing the performance of other flow transmission. For example, in Figure 6, haptic packet and video packet are transmitted in two different PDSCHs separately based on multi-modality awareness, where haptic packet occupies a much smaller time and frequency resources, while video packet occupies a much larger time and frequency resource (e.g., the whole symbols in the slot and the whole RBs in the BWP). In such case, the legacy procedure in Figure 6(a) is to schedule haptic packet or video packet and postponing another packet. However, postponing either of packets causes transmission delay, resulting in capacity performance loss, since both of haptic and video packet are latency sensitive. Instead, PDSCHs multiplexed in a slot in Figure 6(b) allows two or more PDSCHs to be transmitted simultaneously even though they are overlapped in time and frequency domain. Haptic and video packet can be transmitted in time and the transmission reliability of video packet would not be greatly affected.  
	[image: 多流legacy调度]
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	(a) Legacy scheduling for haptic and video.
	(b) PDSCHs multiplexing in a slot.


Figure 6 Illustration between legacy scheduling procedure and PDSCHs multiplexing in a slot.
Similarly, the enhancement can be also considered in uplink transmission.
Based on the above analysis, we have the following proposal for Rel-19 XR objectives for multi-modality enhancement:
[bookmark: _Toc1674]Study and specify potential capacity enhancement for multi-modality traffic characteristics (RAN1, RAN2, RAN3)
· [bookmark: _Toc3753]Study RAN enhancement mechanism on synchronization and coordination for multi-flow of single UE (e.g., haptic, voice, video).
i. [bookmark: _Toc13905]Multi-flow awareness for multi-modality service.
ii. [bookmark: _Toc16636]Scheduling enhancements on synchronization and coordination for multi-flow of single UE.
· [bookmark: _Toc5893]For multi-modal traffic scheduling enhancement:
i. [bookmark: _Toc508]Multi-modal traffic scheduling enhancement, e.g., uplink synchronization request reporting, intra-UE PDSCH/PUSCH multiplexing in a slot.   
· [bookmark: _Toc19538]Study new measurements (NG-RAN and UE), define new evaluation mechanisms for synchronization of media and the performance of multi-modality services, including, study multi-modality services performance monitoring mechanism:
i. [bookmark: _Toc5201]Possible new metrics (e.g., jitter, motion to sound/photon latency). Configure threshold(s) and/or condition(s) for triggering reports.
ii. [bookmark: _Toc11586]New measurements for multi-modality services: To evaluate the UE experience quality for multi-modality service in a cell, the RAN may need to obtain UE assistance information for evaluation (e.g. UE-level or 5QI-level PSDB/PSER data, PSDB satisfaction rate).   
Capacity enhancement
Measurement gap enhancement
As discussed in RAN#101 [7], enhancement for measurement gap got wide support and reasonable justification. In our view, it is necessary to develop a mechanism of how to relax scheduling restriction in a certain time, where dynamic measurement time adjustment and corresponding signaling are needed. Based on this enhancement, the measurement gap for inter-frequency neighbour cell measurement and the corresponding RF tuning for RRM proposes can be utilized for scheduling under NW’s control. To this end, we propose to adopt the objective as follows:
[bookmark: _Toc7637]Specify adaptive measurement gap/flexible scheduling restrictions for XR capacity enhancements, e.g., for FR1 and FR2 inter-frequency RRM measurements with measurement gaps and FR2 intra-frequency measurements w/o measurement gaps. [RAN1, RAN2, RAN4]
Further enhancement on configured grant
UTO-UCI for multiple CG configurations is one of leftover topics in Rel-18 XR. In Rel-18 XR, UTO-UCI is used for indicating whether the CG PUSCH transmission occasions in one CG configuration are unused or not. In some scenarios, multiple CG configurations would be configured for transmitting the data of a single service. In this case, due to each UTO-UCI is linked with only one CG configuration, the overhead of UTO-UCI become large. In addition, when there is no data transmission in some CG configurations, the corresponding CG resources cannot be released. Therefore, these CG resource release has to rely on UTO-UCI transmitted in a different CG configuration. To this end, it is necessary to consider UTO-UCI signaling to jointly indicate whether the CG PUSCH transmission occasions of multiple CG configurations are unused or not.
Repetition for CG PUSCH is applied to guarantee the reliability / coverage performance. In XR use cases, repetition is also needed to improve reliability for users, especially for users in the edge of a cell, which may enhance capacity performance. Therefore, repetition of multi-PUSCHs CG configuration can be considered to reduce transmission delay and improve reliability. In this case, each bit in the UTO-UCI can indicate whether the entire repetition bundle is “unused” or not, instead of one-to-one mapping to the corresponding CG PUSCH repetition, in order to save signaling overhead.
[bookmark: _Toc12119]Specify further enhancement on configured grant enhancement, including e.g., UTO-UCI for multiple CG configurations, repetition of multi-PUSCHs CG configuration, and UTO-UCI indicating CG with repetition factor larger than one [RAN1].
LCP enhancements
Based on DSR report, gNB can schedule the UL data with less remaining time with higher priority. But the remaining time is not considered in the Logical Channel Prioritization (in which, only time elapsed is considered). With same discardTimer configured, the time elapsed used in Logical Channel Prioritization can implement the effect that the UL data with less remaining time will be transmitted with higher priority. But with different discardTimer configured, especially for multi-modality awareness with multiple QoS flow, the UL data with large PDB may be transmitted with higher priority, which is not the intention. So, the dynamic grant needs to be enhanced to improve the delay critical data transmission.
[bookmark: _Toc20685]Study and specify LCP enhancement to improve the delay critical data transmission performance [RAN2].
Congestion enhancements for XR
In Rel-18, ECN based congestion mechanism has been specified for XR, e.g. RAN reports the percentage of UL and/or DL IP packets that should be ECN marked for a QoS flow. But RAN cannot know what will be the application layer’s action when receiving different percentage of DL IP packets with ECN marked, and does not know what value should be set to the percentage of UL and/or DL IP packets that should be ECN marked for a QoS flow. In XR, data rate adaptation based on network congestion state is beneficial for better user experience and NW capacity, a network-controlled data rate adaptation should be supported. 
[bookmark: _Toc11113]Study and specify network-controlled data rate adaptation [RAN3, RAN2]. 
[bookmark: _GoBack]Link adaptation
Link adaptation can support low latency XR service. Being aware of the remaining PDB of XR packet is not sufficient for re-transmission scheduling, gNB can adopt more accurate MCS or quick adaptation, resulting in high resource efficiency and short transmission latency. As a result, two aspects of benefits are identified: 
· Capacity performance improvement: using DMRS/PDSCH for real-time channel measurement so that more accurate MCS can be adopted. 
· UE power saving: reducing the re-transmission times, helping UE earlier terminate packet transmission and go to sleep.
[bookmark: _Toc21598][bookmark: _Toc30530]Link adaptation can improve capacity performance and power saving gain.
UE power saving improvement
The arrival time of XR packets with jitter makes the packet arrival fluctuating around periodic benchmarks. This will cause the mismatch between XR traffic burst arrive time and start of C-DRX on-duration timer and inefficient CG based scheduling, etc., which may finally lead to system capacity loss, increased latency, more UE power consumption. Some enhancements to avoid this issue should be considered, e.g. dynamically adjusting the C-DRX ON duration and PDCCH monitoring occasion based on the traffic pattern (e.g. the jitter of burst arrive time).
[bookmark: _Toc23499]Specify adjustment of the C-DRX ON duration and PDCCH monitoring occasion based on the traffic pattern (e.g. the jitter of burst arrive time) [RAN2]. 
Conclusion
In this contribution, we have the following observations/proposals:
Observation 1: Multi-modality awareness should be considered for XR enhancement in Rel-19.
Observation 2: UL enhancements for multi-modality can be supported in RAN without SA/CT involvement, whilst support from SA/CT would be beneficial for multi-modality support in DL.
Observation 3: Link adaptation can improve capacity performance and power saving gain.

Proposal 1: Study and specify potential capacity enhancement for multi-modality traffic characteristics (RAN1, RAN2, RAN3)
• Study RAN enhancement mechanism on synchronization and coordination for multi-flow of single UE (e.g., haptic, voice, video).
i. Multi-flow awareness for multi-modality service.
ii. Scheduling enhancements on synchronization and coordination for multi-flow of single UE.
• For multi-modal traffic scheduling enhancement:
i. Multi-modal traffic scheduling enhancement, e.g., uplink synchronization request reporting, intra-UE PDSCH/PUSCH multiplexing in a slot.
• Study new measurements (NG-RAN and UE), define new evaluation mechanisms for synchronization of media and the performance of multi-modality services, including, study multi-modality services performance monitoring mechanism:
i. Possible new metrics (e.g., jitter, motion to sound/photon latency). Configure threshold(s) and/or condition(s) for triggering reports.
ii. New measurements for multi-modality services: To evaluate the UE experience quality for multi-modality service in a cell, the RAN may need to obtain UE assistance information for evaluation (e.g. UE-level or 5QI-level PSDB/PSER data, PSDB satisfaction rate).
Proposal 2: Specify adaptive measurement gap/flexible scheduling restrictions for XR capacity enhancements, e.g., for FR1 and FR2 inter-frequency RRM measurements with measurement gaps and FR2 intra-frequency measurements w/o measurement gaps. [RAN1, RAN2, RAN4]
Proposal 3: Specify further enhancement on configured grant enhancement, including e.g., UTO-UCI for multiple CG configurations, repetition of multi-PUSCHs CG configuration, and UTO-UCI indicating CG with repetition factor larger than one [RAN1].
Proposal 4: Study and specify LCP enhancement to improve the delay critical data transmission performance [RAN2].
Proposal 5: Study and specify network-controlled data rate adaptation [RAN3, RAN2].
Proposal 6: Specify adjustment of the C-DRX ON duration and PDCCH monitoring occasion based on the traffic pattern (e.g. the jitter of burst arrive time) [RAN2].
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Appendix
Appendix A1:  Haptic stream & Video stream modeling
Table A1-1 Haptic stream inter-arrival time modeling (One sensor)
	Haptic: Pareto distribution for arrival interval

	Parameter
	Value

	Alpha
	1.2

	Minimum arrival interval
	1 (ms)

	Maximum arrival interval
	6 (ms)



Table A1-2 Video stream inter-arrival time modeling
	Video: Quasi-periodic arrival

	Parameter
	Value

	Frame per second
	60FPS

	Mean jitter value
	0ms

	STD
	2ms

	Minimum jitter value
	-4ms

	Maximum jitter value
	4ms


Table A1-3 Haptic stream packet size, PER and PDB (One sensor)
	Haptic packet size

	Parameter
	Value

	Fixed packet size
	48 Byte

	Packet Delay budget
	5 ms

	Packet Error Rate
	1e-4


	
Table A1-4 Video stream packet size, PER and PDB
	Truncated Gaussian distribution for video packet size

	Parameter
	Value

	Minimum packet size
	31250 Byte

	Mean packet size
	62500 Byte

	Maximum packet size
	93750 Byte

	Packet Delay budget
	10 ms

	Packet Error Rate
	1e-2



Appendix B: Simulation assumption
Table B1: Simulation assumptions for downlink FR1
	Parameter
	Value

	Scenario
	Indoor Hotspot
12 nodes in 50m x 120m
	Dense Urban
hexagonal layout with 7, 3 Sectors

	Inter-BS distance
	20m
	200m

	Carrier frequency
	4 GHz

	Simulation bandwidth
	100 MHz

	Subcarrier spacing
	30 KHz

	TDD pattern
	DDDSU (10D:2G:2U)

	BS antenna configuration
	32 Tx antenna ports, and (dH, dV) = (0.5λ, 0.5λ)
32 Tx: (M, N, P, Mg, Ng; Mp, Np) = (4, 4, 2, 1, 1; 4, 4)
The antenna tilt is 90 degrees
	64 Tx antenna ports, and (dH, dV) = (0.5λ, 0.5λ);
64TX:(M, N, P, Mg, Ng; Mp, Np) = (8,8, 2, 1, 1; 4, 8); 
The antenna tilt is 12 degrees.

	UE antenna configuration
	4 Rx antenna ports, and Panel model 1: dH = 0.5λ
4 Rx: (M, N, P, Mg, Ng; Mp, Np)

	Scheduling algorithm
	SU-MIMO+PF

	BS height
	3 m
	25m

	UE height
	1.5 m
	Outdoor UEs: 1.5 m
Indoor UTs: 3(nfl – 1) + 1.5; 

	Antenna element gain
	5dBi for BS and 0 dBi for UE
	8dBi for BS and 0 dBi for UE

	Receiver Noise Figure
	5dB for BS and 9 dB for UE

	HARQ/Repetition
	HARQ retransmission
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