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During RAN#94e, a Study on Artificial Intelligence (AI)/Machine learning (ML) for NR air interface [1] was approved. The main objective is to study the 3GPP framework for AI/ML applied to air interface including common terminology for AI/ML related functions/procedures, defining different stages of AI/ML algorithms, various levels of collaboration between UE and gNB, characterizing lifecycle management of AI/ML model, datasets for training/validation/testing/inference, etc. Additional objectives include evaluation of performance benefits of AI/ML for few representative use cases and assessment of potential specification impact for RAN1 and RAN2. Finally, and most importantly, the SI includes objectives that fall under RAN4 scope including the study of interoperability and testability aspects, minimum performance requirements, implication of AI/ML processing capabilities etc. 
In this contribution, we provide our views on current status of R18 SI and potential scope for NR AI/ML in R19. 
Discussion
[bookmark: _Hlk144365580]
Potential scope for R19
AIML SI in Rel-18 studied the terminology, description of AIML framework including characterization of defining stages of AIML models/functionalities, various levels of collaboration between UE and gNB, life cycle management etc. The study also included three use cases – CSI feedback enhancement, Beam management and Positioning. Within each use case few representative sub-use cases were identified and evaluated. In addition, potential specification impacts for the representative sub-use cases were assessed. The R18 study item was declared complete in the last WG meeting. 

In our view, the scope of any potential work in R19 depends on the following factors: 
· Status R18 SI/TR completion 
· Commercial interest/relevance 
· Realistic gains vs complexity/cost
· Available TUs/workload.

To manage R19 workload, we should focus on things that can be commercially relevant for 5G, i.e., features that demonstrate sufficient gains vs complexity/cost, which can be deployed and are critical to business. The scope for work in R19 should consider what can be accomplished within a reasonable amount of TUs. More critically, the RAN1/2 induced workload to RAN4 should be kept reasonable for R19. As discussed in section 2.1, we think the R19 scope should focus on framework and use cases with one-sided models. If necessary, the R19 work item can have a short study phase to address leftovers from R18.  
Observation 1: The normative phase for AI/ML in R19 should include features that are complete from the study item perspective across all WGs, while being commercially relevant and testable/deployable.  
Proposal 1: The R19 work item can include a short study phase to address leftovers from R18 SI one-sided model use cases.
Among the 6 representative sub-use cases selected for study, CSI compression, CSI prediction, Spatial and temporal beam management, Direct and assisted positioning, only CSI compression is based on two-sided model and the remaining 5 (sub)use cases are based on one-sided models. 
For the CSI compression use case, the status of the study item was captured as follows: 
The performance benefit and potential specification impact were studied for AI/ML based CSI compression sub use case. 
· Evaluation has been performed to assess AI/ML based CSI compression from various aspects, including performance gain over non-AI/ML benchmark, model input/output type, CSI feedback quantization methods, ground-truth CSI format, monitoring, generalization, training collaboration types, etc. Some aspects are studied but not fully investigated, including the options of CQI/RI calculation, the options of rank>1 solution.
· Performance gain over baseline [and computation complexity in FLOPs] are summarized in clause 6.2.2.8 of TR 38.843. 
· Potential specification impact on NW side/UE side data collection, dataset delivery, quantization alignment between CSI generation part at the UE and CSI reconstruction part at the NW, CSI report configuration, CSI report format, pairing information/procedure and monitoring approach were investigated but not all aspects were identified. 
· The pros and cons are analyzed for each training collaboration types, and each training collaboration type has its own benefits and limitations in different aspects. The study has investigated the feasibility of the studied training collaboration types and necessity of corresponding potential RAN1 specification impact. However, not all aspects have been concluded.
· Both NW side and UE side performance monitoring were studied, some but not all aspects were concluded.

Finally, the conclusion on the CSI compression use case from R18 study item perspective is as follows [4]:
· From RAN1 perspective, there is no consensus on the recommendation of CSI compression for normative work.
· At least the following aspects are the reasons for the lack of RAN1 consensus on the recommendation of CSI compression for normative work.
· Trade-off between performance and complexity/overhead
· Issues related to inter-vendor training collaboration. 
· Other aspects that require further study/conclusion are captured in the summary.

In our view, considering the list of issues with lack of consensus, the two-sided model deployments can be a bottleneck for progress. In addition, the core and performance requirements, LCM aspects, interoperability, testability, generalization for two-sided models, etc. would need a new paradigm in RAN4 testing methodology. With the current status, it might be too early to start normative phase for use cases based on two-sided models. 

Proposal 2: For R19 scope, specify a framework to support one-sided AI/ML model deployments only (i.e., no work on two-sided models in R19).
Proposal 3: CSI compression use case is NOT considered for normative work in R19.

For the beam management use case, the conclusion of the study item is as follows [4]: 
For AI-based beam management, from RAN1 perspective, at least the following are recommended for normative work.
· Both BM-Case1 and BM-Case2
· BM-Case1: Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams.
· BM-Case2: Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams.
· DL Tx beam prediction for both UE-sided model and NW-sided model
· Necessary signaling/mechanism(s) to facilitate data collection, model inference, and performance monitoring for both UE-sided model and NW-sided model.
· Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling for UE-sided model.

We think the R19 scope can be based on the above conclusion, i.e., both BM-Case1 and BM-Case2 for DL Tx beam prediction can be considered for normative work. 
Proposal 4: For R19 scope, support normative work for Beam management use cases BM-Case1 and BM-Case2 for DL Tx beam prediction.

For the AI/ML based positioning, the conclusion of evaluation results are as follows [4]: 
· It is beneficial to support both direct AI/ML and AI/ML assisted positioning approaches since they can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods in the evaluated indoor factory scenarios. 
· Both UE-side model and NW-side model can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods.
· It is desired to apply methods to handle generalization aspects.
· It is desired to consider training data collection requirements.

More specifically on generalization aspect, evaluations were carried out for cases where the AI/ML model is trained with dataset of one deployment scenario, while tested with dataset of a different deployment scenario including different clutter parameters, InF scenarios, NW sync error, UE/gNB RX and TX timing error; SNR mismatch; channel estimation error etc. 
Finally as a conclusion for the positioning use case, the R18 study outcome has recommended:
· to specify necessary measurement, signaling and procedure to facilitate training, inference, monitoring and/or other LCM operations for both direct AI/ML positioning and AI/ML assisted positioning.
· specify necessary signaling of data collection; investigate the necessity of other information for supporting data collection, and if needed, specify during normative work.
· investigate on the necessity and signaling details of measurement enhancements, and if needed, specify during normative work.
· investigate on the necessity and signaling details of monitoring method(s), and if needed, specify during normative work.

Among the AI/ML based positioning use cases, we think that the specification impacts for assisted positioning needs further study. So direct positioning can be prioritized for normative work in R19. 
Proposal 5: For R19 scope, support normative work for positioning use case, with higher priority for Direct positioning use case.

For the CSI prediction use case, the following is the outcome from R18 study item [4]:
The performance and potential specification impact were studied for AI/ML based UE side CSI prediction sub use case. 
· Evaluation has been performed to assess AI/ML based CSI prediction from various aspects, including performance compared to baseline, model input/output type, generalization over UE speed, etc. Some aspects are studied but lack observations, including scalability over various configurations and generalization over other scenarios and approach of fine tuning. Performance monitoring accuracy is not evaluated.  
· Performance compared with baseline is summarized in clause 6.2.2.8 of TR 38.843.
· Potential specification impact on data collection and performance monitoring are discussed in section 7.2.2 of TR 38.843. 
· Limited specification aspects were considered.

The study item also captured the following high-level observation for CSI prediction:
· From the perspective of basic performance gain over non-AI/ML benchmark, under the same UE speed for training and inference,
· AI/ML based CSI prediction outperforms the benchmark of the nearest historical CSI in general, where the majority of sources observe up to 10.6% gain in terms of mean UPT.
· for AI/ML based CSI prediction over non-AI/ML based CSI prediction, 3 sources observe up to 0.7%~7% gain while 2 sources observe performance loss of -0.1%~-17% in terms of mean UPT.

In our view, it is not clear if CSI prediction based on AI/ML schemes provide enough benefit compared to non-AI/ML based prediction (e.g., Kalman filter) or specification transparent AI/ML solutions (e.g., generalization case 3). More study might be needed to conclude the benefit of AI/ML based CSI prediction with the realistic scenario (e.g., with spatial consistency). These evaluations can continue during the study phase. 
Proposal 6: CSI prediction use case is NOT considered for normative work in R19.

During the study item, fallback to legacy feature was discussed as an important procedure to ensure robustness of AI/ML-enabled feature. In otherwords, AI/ML-enabled feature cannot be deployed as a standalone enhancement unless it can demonstrate/meet minimum performance requirements under all operating conditions. The combination of NW controlled performance monitoring, switching and/or fallback can provide means to address generalization problem.  We think that support for legacy mechanisms is critical not only for fallback but also for backward compatibility reasons. Additionally, the presence of legacy fallback can be considered to alleviate some burden on the RAN4 efforts. 
Proposal 7: For R19 scope, support normative work for AI/ML performance monitoring, network-controlled (de)activation of AI/ML model(s) and support for legacy behavior with fallback. 
Conclusion
In this contribution, R19 scope for AI/ML feature is discussed and the following observations and proposals are made:

Observation 1: The normative phase for AI/ML in R19 should include features that are complete from the study item perspective across all WGs, while being commercially relevant and testable/deployable.  

Proposal 1: The R19 work item can include a short study phase to address leftovers from R18 SI one-sided model use cases.
Proposal 2: For R19 scope, specify a framework to support one-sided AI/ML model deployments only (i.e., no work on two-sided models in R19).
Proposal 3: CSI compression use case is NOT considered for normative work in R19.
Proposal 4: For R19 scope, support normative work for Beam management use cases BM-Case1 and BM-Case2 for DL Tx beam prediction.
Proposal 5: For R19 scope, support normative work for positioning use case, with higher priority for Direct positioning use case.
Proposal 6: CSI prediction use case is NOT considered for normative work in R19.
Proposal 7: For R19 scope, support normative work for AI/ML performance monitoring, network-controlled (de)activation of AI/ML model(s) and support for legacy behavior with fallback. 
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