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1. Introduction
This document provides the summary of all the contributions submitted to 9.1.2.4 agenda item (Study on AI (Artificial Intelligence)/ML (Machine Learning) for Mobility) of RAN#102 meeting. Contributions [1]~[30] present their views about the justification and working scope for AI mobility for NR system.
As per RAN Chair’s guidance, the following potential objectives should be discussed:
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2. Discussion
2.1 Type of mobility (including RRC state)
The related discussion/proposals in companies’ contributions are copied as below:
Table 2.1-1
	TDoc
	Source
	Proposals

	RP-232780
	Ericsson
	both L3-based mobility and L1/L2-triggered mobility (LTM) should be considered in the SI
Note, we assume that CHO is not part of the scope, and we don’t think it should be added since the scope would be too big

	RP-232876
	NEC
	Proposal 1: New SI for AI/ML-based mobility includes both AI/ML for L1/L2 triggered mobility (LTM) and AI/ML 
for L3-based mobility.

	RP-232911
	OPPO
	Proposal 4: AI/ML-based mobility focuses on connected mode UEs only.
Proposal 5: L3 mobility and LTM will both be studied for AI/ML-based mobility enhancement. 

	RP-232918
	Samsung
	Proposal 1: The entire SI should focus on L3-based mobility.

	RP-232984
	Spreadtrum
	Proposal 1: L3-based mobility and L1/L2-triggered mobility (LTM) are both considered.
Proposal 4: The support of AI/ML-based model/function in target cell should be considered during HO and Cell reselection.

	RP-233059
	vivo
	Proposal 1: For the operation mode, focus on standalone mode during the SI phase, i.e., DC is not in the SI scope.
Proposal 2: For the RRC state of mobility, in addition to HO in RRC_CONNECTED, Cell Reselection in RRC_INACTIVE/IDLE can also be considered.
Proposal 3: For the mechanisms of mobility, further clarify that Conditional HO is also included in L3-based mobility.

	RP-233216
	QC
	Both L3 based mobility and LTM

	RP-233277
	MTK
	L3-based mobility (including. basic HO in Rel-15 and CHO in Rel-16) and L1/L2-triggered mobility (LTM) are both considered 

	RP-233316
	HW
	Study AI/ML for L3 based handover in Rel-19.
(HO+CHO)

	RP-233427
	CMCC
	Proposal 1: R19 study on AI/ML-based mobility mainly focus on L3-based mobility. (HO+CHO)

	RP-233468
	LG
	If TU is constrained, L3 mobility should be prioritized over LTM.
For L3 mobility, both network-triggered HO and conditional HO are considered.

	RP-233480
	Fujitsu
	Both L3-based mobility and LTM are suggested to be studied in this SI.

	RP-233510
	CEWiT
	Study both L3 and LTM based mobility

	RP-233528
	Kyocera
	Both L3-based mobility and LTM should be in-scope of study

	RP-233543
	NTT Docomo
	• Proposal: Consider both L3 Mobility & LTM at the NW-side with all 4 sub-use cases
• RRM measurement prediction
• HO target/candidate prediction
• Prediction-based event operation
• HO strategy/parameter optimization

	RP-233551
	Nokia
	•L3-based mobility and L1/L2-triggered mobility (LTM) are both considered

	RP-233576
	CT
	For the RRC state of mobility, in addition to HO in RRC_CONNECTED, Cell Reselection in RRC_INACTIVE/IDLE can also be considered.
Conditional HO is also included in L3-based mobility.

	RP-233600
	CU
	1. L3 based HO supported with AI/ML can be studied in Rel-19, especially in basic handover for FR2 bands.
1. Intra-CU LTM supported with AI/ML can be deprioritized in Rel-19.

	RP-233620
	ZTE
	Proposal 1: Both L3-based Mobility and LTM are considered in the study of Rel-19 AI/ML for Mobility. 
Proposal 2: Focus on the scenario in which handover target cell/beam is determined by the network. AI based target cell/beam selection for CHO execution is down-prioritized. 

	RP-233646
	Lenovo
	L3-based mobility and L1/L2-triggered mobility (LTM) are both considered

	RP-233654
	Intel
	L3-based mobility and L1/L2-triggered mobility (LTM)

	RP-233673
	Apple
	Proposal 1: L3, L2 (LTM) and L1 mobility should be studied; for L3 the study should focus on HO and CHO. 

	RP-233870
	Sharp
	L3 and LTM triggered Mobility enhancements


Table 2.1-2
	Both L3 Mobility and LTM are in scope
	L3 Mobility is prioritized

	[2, 6, 8, 10, 14, 18, 21, 25, 26, 29, 30] 

[3, 13, 15, 17]: support CHO additionally, or L3 Mobility covers both HO and CHO 
 
[5, 9]: not support CHO
	[1]: L3 Mobility is basic and essential, L3 Mobility covers both HO and CHO
[7]: L3 Mobility covers both HO and CHO, LTM will be complicated
[11]: due to workload
[4]: intra-CU LTM can be down prioritized
[16]: L3 Mobility covers both HO and CHO



Moderator’s summary:
Based on the above proposals, 17 companies support to study both L3-based mobility and L1/L2-triggered mobility (LTM), while 5 companies prefer to focus on L3-based mobility mainly from workload point of view.
In addition, some companies further clarify whether CHO is included in L3-based mobility, wherein 7 companies support to include CHO in this study and 2 companies think CHO is not in the scope/down-prioritized. Moderator’s view is that we don’t need to exclude CHO at this stage considering the typical application scenarios or CHO. Whether any specific optimization is needed or not can be left for RAN2 to decide.
Besides HO in RRC_CONNECTED, 3 companies [3,13,21] propose that cell re-selection in RRC_IDLE/RRC_INACTIVE can also be considered. Due to limited support, the moderator suggests not to consider cell re-selection in this release. Moreover, [13,17] explicitly propose not to include or down prioritize DC, i.e., SCG addition/change, in this release, and only [14] supports such case. Moderator thinks we can focus on handover procedure of PCell only.
According to the majority view, the following draft proposal for type of mobility are given:
Moderator’s Proposal 1: 
· L3-based mobility and L1/L2-triggered mobility (LTM) are both considered in R19, with further clarification as below,
· L3-based mobility includes HO and CHO;
· Focuses on RRC_CONNECTED UE only;
· PCell change only;

[bookmark: _Hlk145617026]2.2 HO optimization in Network side (Including role of UE side)
The related discussion/proposals in companies’ contributions are copied as below:
Table 2.2-1
	TDoc
	Source
	Proposals

	RP-232758
	Lekha
	Proposal 2: Study and evaluate performance of predictive mobility in intelligent transportation networks. 
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	RP-232780
	E///
	the HO optimization should be done in Network side only (i.e., NW receives the predictions from UE and based on predictions it selects the target cell). RAN WGs should consider existing mobility frameworks in this study and the study is not about specifying new mobility frameworks.

	RP-232876
	NEC
	Proposal 2: Regarding AI/ML for LTM, the following objectives can be considered:
· Enhancement on target cell / beam prediction based on AI/ML model ;
· Enhancement on L1 measurements prediction and reporting based on AI/ML model;
· Enhancement on TA prediction based on AI model
Proposal 3: Regarding AI/ML for L3-based mobility, the following objectives can be considered:
· Enhancement on handover prediction/request based on AI/ML model;
· Enhancement on temporal/spatial RRM measurements and temporal RLM measurements prediction based on AI/ML model;
· Enhancement on dynamic adjustment on handover parameters/events based on AI/ML model;
· Study the LCM scenarios including: 
• Model training at NW-side and transferred to UE-side;
• Further model training at peer side;
• Model training at UE-side.
· Study the benefit of AI/ML for L3-based mobility enhancement over NG-RAN AI/ML mobility enhancement

	RP-232911
	OPPO
	Proposal 1: For AI/ML-based mobility studies, two types of AI/ML models can be considered: 
· Network-side model
· UE-side model
Proposal 2: The UE-side AI/ML model for mobility is under network control.
Proposal 3: For AI/ML-based mobility, study the evaluation and specification impacts at least for the following aspects:
· Candidate target cell and/or beam prediction 
· Unintended event prediction, e.g., HO failure, RLF, Ping-Pong HO, short of stay HO, etc.
· RRM measurement prediction

	RP-232918
	Samsung
	Proposal 2: From the baseline objectives, [/UE side] part should be removed as indicated in RP-232745 .

	RP-232984
	Spreadtrum
	Proposal 2: Candidate/target Cell-level trajectory and Beam-level trajectory prediction should be studied in both NW-side and UE-side for HO and Cell reselection optimization.

	RP-232998
	CATT
	Proposal 1: Study AI/ML based candidate cell prediction in L3-based mobility with the below assumptions:
· Both intra/inter-frequency cell prediction can be considered and intra-frequency cell prediction can be as a starting point;
· Cell prediction can be performed only at network side;
· Avoid the overlap work with RAN3 AI for NG-RAN.
Proposal 2: Study AI/ML based candidate/target beam(s) and cell(s) prediction in LTM with the below assumptions:
· Both intra/inter-frequency beam/cell prediction can be considered and intra-frequency beam/cell prediction can be as a starting point;
· Beam/cell prediction can be performed only at network side;
· Avoid the overlap work with RAN3 AI for NG-RAN, if per-SSB-beam-level UE trajectory prediction is supported in RAN3 Rel-19 AI for NG-RAN. 

	RP-233059
	vivo
	Proposal 5: Potential sub-use cases to be considered:
-	Candidate/target cell prediction in L3-based mobility, or candidate/target beam(s) and cell(s) prediction in LTM, and considering the associated HO timing prediction;
-	Cell-level/beam-level RRM measurement (i.e., RSRP/RSRQ/SINR) prediction of serving/neighbor cells in the temporal/spatial/frequency domain;
-	Unintended events prediction, e.g., HOF, RLF, too-early HO, too-late HO, HO to wrong cell;
-	Measurement events prediction, e.g., event A3.

	RP-233080
	NVIDIA
	• Establish a study item on AI/ML for mobility in 3GPP Release 19, covering:
• AI/ML-based target/candidate cell/beam prediction
• AI/ML-based RRM measurement (e.g., RSRP, SINR)
• AI/ML-based handover parameter tuning

	RP-233216
	QC
	• UE-side models
• Beam-level measurement prediction, HO failure/RLF prediction, and measurement events prediction
• Temporal and spatial prediction assisted mobility leveraging Rel-18 AI/ML study
• Coordinate with RAN3 on network-side AI/ML models
• Candidate/target cell(s) and beam(s) prediction

	RP-233277
	MTK
	• HO optimization in Network side [/UE side], including 
– Candidate/target cell prediction in L3-based mobility to improve candidate cell configuration and target cell determination; , or, 
candidate/target beam(s) and cell(s) prediction in LTM to improve candidate cell configuration and target cell determination with pre-sync and cell switch[RAN2/RAN3].

	3427
	CMCC
	Proposal 3: R19 study on AI/ML-based mobility should focus more on air interface, and the progress on R18 RAN3 AI-based mobility can be reused as much as possible with necessary enhancements.  
Proposal 4: Follow the legacy principle on HO decision for AI/ML-based mobility, i.e. the HO decision is always under NW control.

	RP-233468
	LG
	· HO optimization via candidate cell prediction should focus on network-sided prediction. 
· NW-sided candidate cell prediction is RAN-centric work, thus only RAN3 involvement is needed for this work.   

	RP-233480
	Fujitsu
	Model for HO optimization is preferred to be at NW side.

	RP-233528
	Kyocera
	HO optimization in UE side should be kept in SID, and to discuss if one in NW side is really needed [maybe conflict with RAN3]

	RP-233531
	IIT
	Proposal 1: We agree to consider AI/ML-based Mobility as a Study Item led by RAN 2 for Rel 19
• AI/ML-based prediction of measurements
• AI/ML-based periodicity of measurements
• AI/ML-based HO Decision

	RP-233551
	Nokia
	· HO optimization in Network side, including 
· Prediction of candidate/target beam(s) and/or cell(s)
· ML-based optimization of handover parameters

	RP-233654
	Intel
	· HO optimization in Network side: 
· Candidate/target cell prediction in L3-based mobility
· Candidate/target beam(s) and cell(s) prediction in LTM

	RP-233801
	Fraunhofer
	Proposal: For AI/ML-based mobility, our focus is to investigate the impacts on evaluation and specification regarding the following aspects:
· Optimizing Handovers:
· Failure Handling Improvement:
· Beam and Cell Prediction:

	RP-233870
	Sharp
	Based on the conclusions and findings of Rel-18 study on AI/ML for Air Interface, initiate an additional AI/ML air interface study item on mobility led by RAN2 in Rel-19 considering:

· HO optimization e.g., target cell/target beam predictions
· L3 and LTM triggered Mobility enhancements
· RRM and event/measurement prediction e.g., predicting and avoiding HoF etc.
· Different scenarios e.g., high mobility, dense deployment, FR1/2 etc.


Table 2.2-2
	Scope 
	Sidedness:
	Other comments

	Candidate/target cell prediction in L3-based mobility, or, candidate/target beam(s) and cell(s) prediction in LTM
	Network Side only:
Explicitly indicated by [2, 5, 7, 8, 9, 15, 22, 29]

Network Side & UE Side:
Explicitly indicated by [10, 26]

	[10] further states that for UE-side model, UE can use its model to help the network make the decision, but whether to activate/use UE side model should be under network control. 

[26]: “UE side” should be kept, and TSG-RAN should discuss whether or not the “HO optimization in Network side” is conflict with “AI/ML for NG-RAN” led by RAN3



Moderator’s summary:
On the ground that we should reuse the existing framework for the mobility under connected mode, majority companies show support to the RAN Chair’s guidance, i.e., remove the UE Side from the role of making decision. However, current formulation seems to cause a different understanding that UE side model should be completely excluded from HO optimization, and hence [26] proposes “TSG-RAN should discuss whether or not the “HO optimization in Network side” is conflict with “AI/ML for NG-RAN” led by RAN3”. Maybe one clarification we can add to mitigate the confusion is that such kind HO optimization could take application of UE side model as prerequisite, another one is that we can clearly exclude the duplicate study that has already been investigated in “AI/ML for NG-RAN” led by RAN3 (Already a general constraint for this item).

Moderator’s Proposal 2: 
· Study HO optimization in Network side, where HO decision is always under NW control 
· Candidate/target cell(s) prediction in L3-based mobility, or, candidate/target beam(s) and cell(s) prediction in LTM
· Avoid duplicate study with “AI/ML for NG-RAN” led by RAN3


2.3 RRM measurement and event prediction
The related discussion/proposals in companies’ contributions are copied as below:
Table 2.3-1
	TDoc
	Source
	Proposals

	RP-232780
	E///
	both beam level and cell level measurement prediction should be considered in the SI: beam level predictions are more relevant for LTM, while cell level predictions are more relevant for L3-based mobility.
Regarding the types of predictions, we think that all three types of prediction (i.e., temporal/spatial/frequency) should be considered during the SI.
· RRM measurement and event prediction, including
· Beam-level measurement prediction
· Cell-level measurement prediction
· HO failure/RLF prediction
· Measurement events prediction

	RP-232911
	OPPO
	Proposal 3: For AI/ML-based mobility, study the evaluation and specification impacts at least for the following aspects:
· Candidate target cell and/or beam prediction 
· Unintended event prediction, e.g., HO failure, RLF, Ping-Pong HO, short of stay HO, etc.
· RRM measurement prediction

	RP-232918
	Samsung
	Proposal 3: RAN2 focuses on Cell-level measurement prediction, and beam-level measurement prediction can be postponed until beam management use case is progressed in the RAN1-led WI.
Proposal 4: Agree with the baseline objectives for LCM and RRM aspects as indicated in RP-232745.

	RP-232930
	Xiaomi
	Study following use cases [RAN2]
－HOF prediction to reduce HOF rate
－Cell measurement result prediction to improve throughput and reduce latency
－ToS prediction to reduce ping pong handover

	RP-232984
	Spreadtrum
	Proposal 3: RRM measurement and event prediction should be studied.

	RP-232998
	CATT
	Proposal 3: The scope of Beam-level measurement prediction study could focus on beam level time-domain RSRP prediction across cells using network-sided or UE-sided model as a starting point.
Proposal 4: Cell-level measurement prediction using network-sided or UE-sided model could be studied from the aspects of:
· Time-domain measurement prediction, avoiding the overlap work with Candidate/target cell prediction in L3-based mobility;
· Frequency-domain measurement prediction.
Proposal 5: Clarify the necessity and the study area scope of the HO failure/RLF prediction use case; otherwise this use case should be deprioritized.
Proposal 6: Measurement events prediction could be studied from the aspect of:
· To predict whether the measurement RSRP can stably exceed the handover threshold during TTT by UE for e.g. an advanced measurement report/handover preparation.

	RP-233059
	vivo
	Proposal 5: Potential sub-use cases to be considered:
-	Candidate/target cell prediction in L3-based mobility, or candidate/target beam(s) and cell(s) prediction in LTM, and considering the associated HO timing prediction;
-	Cell-level/beam-level RRM measurement (i.e., RSRP/RSRQ/SINR) prediction of serving/neighbor cells in the temporal/spatial/frequency domain;
-	Unintended events prediction, e.g., HOF, RLF, too-early HO, too-late HO, HO to wrong cell;
-	Measurement events prediction, e.g., event A3.

	RP-233216
	QC
	• UE-side models
• Beam-level measurement prediction, HO failure/RLF prediction, and measurement events prediction
• Temporal and spatial prediction assisted mobility leveraging Rel-18 AI/ML study
• Coordinate with RAN3 on network-side AI/ML models
• Candidate/target cell(s) and beam(s) prediction

	RP-233277
	MTK
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	RP-233316
	HW
	1. Study optimization of handover performance metrics for both UE side and network side model:
-	Cell-level measurement prediction, e.g., using intra-frequency measurement results to forecast the RRM measurement of inter-frequency/inter-RAT cells
-	Beam-level measurement prediction for L3 mobility
-	HO failure/RLF prediction
-	Measurement events prediction

	RP-233406
	InterDigital
	Proposal 9: RAN2 R19 AIML study can include the following objective:  
· AI/ML based RRM measurement prediction in temporal and frequency domain 
· Beam-level measurement prediction
· Cell-level measurement prediction (e.g., using intra-frequency measurement results to forecast the RRM measurement of inter-frequency/inter-RAT cells)

	RP-233468
	LGE
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	RP-233480
	Fujitsu
	With cell/beam-level measurement prediction, both UE-sided model and NW-sided model can predict the potential abnormal cases including beam failure/HOF/RLF, short-time stay and mobility ping-pong.
Both NW-sided model and UE-sided are suggested to be studied.

	RP-233528
	Kyocera
	The beam-level/cell-level measurement prediction may be studied, 
but TSG-RAN should discuss to increase RAN1’s TU allocation

	RP-233576
	CT
	- Unintended events prediction, e.g., HOF, RLF, too-early HO, too-late HO, HO to wrong cell;

	RP-233351
	Nokia
	· RRM measurement and event prediction, including
· Beam-level measurement prediction
· Cell-level measurement prediction, e.g., using intra-frequency measurement results to forecast the RRM measurement of inter-frequency/inter-RAT cells
· HO failure/RLF predictionMobility-related event prediction

	RP-233620
	ZTE
	· RRM measurement prediction: 
· Study L3 cell level measurement results prediction (e.g. intra/inter-frequency and inter-RAT) for L3 based Mobility, prioritize network-sided model (RAN2)
· Study L1 beam level measurement results prediction (e.g. intra/inter-frequency) for LTM (RAN1, RAN2)

	RP-233646
	Lenovo
	– RRM measurement and event prediction, including
- Beam-level measurement prediction
- Cell-level measurement prediction, e.g., using intra-frequency measurement results to forecast the RRM measurement of interfrequency/inter-RAT cells
- HO failure/RLF prediction
- Measurement events prediction
– Beam failure prediction in UE side

	RP-233654
	Intel
	RRM optimization at UE-side, including 
· Event prediction (e.g. Measurement events prediction, HO failure/RLF prediction, etc)

	RP-233673
	Apple
	Proposal 3: all RRM measurement and event prediction listed in [1] can be kept for the study. 

	RP-233870
	Sharp
	RRM and event/measurement prediction e.g., predicting and avoiding HoF etc.


Table 2.3-2
	Scope 
	Supporting company
	Sidedness:

	Beam level measurement prediction
	[1, 2, 3, 5, 6, 7, 8, 9, 10, 13, 14, 15, 17, 19, 20, 21, 22, 25, 23, 30]
	Network Side and UE Side:
Explicitly indicated by [2, 7, 22, 25], though [2] further indicated that UE Side can be deprioritized.

	Cell level measurement prediction
	[1, 2, 5, 7, 8, 9, 10, 11, 14, 15, 17, 22, 3, 12, 13, 16, 19, 25, 20, 21, 23, 30]
	Network Side and UE Side:
Explicitly indicated by [2, 7, 22, 25], though [2] further indicated that UE Side can be deprioritized.

	HOF, RLF
	Support explicitly: [1, 3, 5, 7, 8,10, 11, 12, 13, 14, 15, 17, 21, 25, 26, 28, 29, 30]
Negative: [16, 22]
	Network Side and UE Side:
Explicitly indicated by [7, 25]

	Measurement event prediction
	[2, 3, 5, 7, 8, 10, 13, 15, 17, 22, 25, 29]
	Network Side and UE Side:
Explicitly indicated by [2, 7,25], though [2] further indicated that UE Side can be deprioritized.
UE Side only:
Explicitly indicated by [29] 

	HO strategy/parameter optimization
	[2, 6, 8, 20, 23]
	Network Side only
Explicitly indicated by [2, 8]

	Ping-Pong HO
	[1, 10, 20, 25]
	

	BF prediction
	[1, 16, 25, 28]
	

	ToS prediction
	[10, 12, 20, 25]
	

	RLM measurement
	[6]
	

	TA prediction
	[6]
	

	Event prediction error
	[16]
	



Additional points on the preference of sidedness of model: 
3 companies [3, 13, 17]: support both network and UE side model but prefer UE side model
1 company [9]: support both, but prefer network side model
1 company [13]: two-sided model can be also considered

Moderator’s summary:
For other potential scope, majority companies focus on following aspects:
· Beam-level measurement prediction
· Cell-level measurement prediction, e.g., using intra-frequency measurement results to forecast the RRM measurement of inter-frequency/inter-RAT cells
· HO failure/RLF prediction
· Measurement events prediction
From the contributions, few companies explicitly indicate whether these aspects should be done in either network side or UE side or both. For L1 beam measurement few companies also mentioned which domain should be studied e.g., time or frequency or spatial domain etc. Moderator think these prediction cases are mainly based on RRM measurement which can be done by UE. And some case e.g. “using intra-frequency measurement results to forecast the RRM measurement of inter-frequency/inter-RAT cells” can also be done in network. So, some discussion in RAN2 is needed.
There are also other prediction cases as indicated in the table 2-2. Considering the minority support and also RAN2 workload, moderator suggests not to consider them in this release. In addition, only 1 company mentions to consider two-sided model. Considering what happened in RAN1 on the two-sided model, it seems single sided model is more reasonable approach. Hence moderator propose:

Moderator’s Proposal 3: 
· To study following prediction cases based on single side model:
· Beam level measurement prediction
· Cell level measurement prediction
· Measurement event prediction
· HOF, RLF prediction


2.4 LCM framework and others
Table 2.4-1
	TDoc
	Source
	Proposals

	RP-232780
	E///
	The conclusions from Rel-18 AI/ML study should be used as baseline (e.g. data collection framework, performance monitoring, functionality and model activation/deactivation/switching/fallback from Rel-18 can be reused, if applicable)

	RP-232911
	OPPO
	Proposal 7: For AI/ML-based mobility, the general LCM framework discussed in Rel-18 AI/ML can be reused as much as possible, especially for model transfer/delivery and data collection for training. Any mobility-specific AI enhancement is still not precluded if needed, e.g., new mechanisms for model inference and monitoring.

	RP-232918
	Samsung
	Proposal 4: Agree with the baseline objectives for LCM and RRM aspects as indicated in RP-232745.

	RP-232930
	xiaomi
	Assess the potential specification impact [RAN2]
－Reuse LCM procedure in Rel-18 AI/ML study as much as possible
－Data collection for training/inference/performance monitoring
－Assistance info exchange between UE and NW

	RP-233277
	MTK
	• Study the impacts on LCM framework if identified: LCM framework and others 
• The conclusions in Rel-18 AI/ML study should be used as baseline. 
• Other impacts are further studied 

	RP-233316
	HW
	1. The LCM framework for AI/ML for Air Interface (PHY) should be reused for AI/ML for Air Interface (mobility).

	RP-233406
	InterDigital
	Proposal 6:  The LCM framework from R18 RAN1 SI can be the baseline for RAN2-led AIML study.

	RP-233427
	CMCC
	Proposal 5：The functional framework and LCM procedure introduced in R18 AI/ML for air interface SI can be reused for R19 study on AI/ML-based mobility with necessary enhancements.

	RP-233468
	LGE
	· LCM including model delivery/monitoring/switching/deactivation related to predictive mobility is important for controllable and robust predictive mobility performance.
· Identification of UE capabilities related to predictive mobility is important for extending existing UE capability signaling. 

	RP-233480
	Fujitsu
	Both functionality-based LCM and model-ID-based LCM need to be studied in AI/ML for mobility.

	RP-233510
	CEWiT
	Reuse the outcomes of Beam management Rel18 SI wherever possible

	RP-233528
	Kyocera
	The conclusions in Rel-18 AI/ML study should be used as baseline 
Impacts on existing LCM framework can be discussed, if any issue is identified

	RP-233351
	Nokia
	· Study the required extensions to the AI/ML for air interface functional framework developed in the Rel-18 TR 38.843 to support the mobility use cases [RAN2, RAN1]
· RAN2 to start the study. RAN1 study aspects may be identified once RAN2 has progressed its studies.

	RP-233600
	CU
	Proposal 3. The LCM framework for AI/ML for air Interface in Rel-18 should be taken as baseline for Rel-19 AI/ML for Air Interface (mobility).

	RP-233620
	ZTE
	Proposal 5: The study of AI/ML based Mobility should focus on mobility specific LCM procedure and parameters, the conclusions in Rel-18 AI/ML study should be used as a baseline.

	RP-233654
	Intel
	The conclusions in Rel-18 AI/ML study for LCM, data collection, model transfer/delivery (if needed) are used as baseline for AI/ML mobility

	RP-233673
	Apple
	Proposal 4: no need to include LCM in this study, this is a good candidate for down-scoping. 



Moderator summary:
Majority companies support to reuse the concluded LCM frame in Rel18 for AI mobility. [1, 9, 10] mentioned that some enhancement could be needed. [10] gives such example like model inference and monitoring will touch performance metrics, which is use case specific also in RAN1. [17] doesn’t want to include anything related to LCM because they believe this SID should focus on pure mobility issues. And [29] mentioned any study on LCM in this SID should avoid overlapping with Rel18 RAN1 WID.

Moderator’s Proposal 4: 
· Study AI/ML Mobility with potential AI mobility specific enhancement based on the Rel. 18 AI/ML LCM framework and the progress of Rel. 19 AI/ML-air interface normative work if any.

2.5 RAN4 work and RRM 

	TDoc
	Source
	Proposals

	RP-232930
	xiaomi
	●Interoperability and testability aspects [RAN4]

	RP-232998
	CATT
	Proposal 8: For Interoperability and testability aspects, considering the common part (section 7.4.2) in TR38.843 as baseline, and define new requirements/test metrics for the mobility specific (sub-) use cases by RAN4.
Proposal 9: Do not include RAN4 RRM enhancement in this AI/ML based mobility study item.

	RP-233277
	MTK
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	RP-233528
	Kyocera
	RAN4-led topic such as UE RRM enhancement should be out of scope

	RP-233351
	Nokia
	· Study the RAN4 requirements and other RAN4 implications for the above-mentioned mobility use cases and how to ensure predictable UE behavior and performance [RAN4]


Moderator summary:
RAN4 related proposals from companies mainly focus on the RAN4 requirement, as well as inter-operability, and some of them explicitly propose not to discuss RAN4 RRM in this item. It looks the guidance from Chair is quite acceptable to companies.

Moderator’s Proposal 5: 
· RAN4 related UE RRM enhancement is not included in this item.

2.5 Other

2.5.1 Evaluation
Table 2.5.1-1
	TDoc
	Source
	Proposals

	RP-232758
	Lekha
	Proposal 3: Study and investigate the AI ML models in establishing Group HO.
Proposal 4: Evaluate the KPIs performance of the AI ML based mobility enhancements and compare with the existing methods. 
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	RP-232780
	E///
	The evaluation of the AI/ML aided mobility benefits should consider at least the following KPIs:
Too early/too late/ping-pong HO
UE Throughput
RLF/HOF

	RP-232911
	OPPO
	Proposal 6: The methodology and assumptions in TR 38.843 and TR 36.839 can be start point for study on AI/ML-based mobility.
Proposal 6a: The EVM assumption in RAN2 could be simplified compared to RAN1 study

	RP-232998
	CATT
	Proposal 7: Companies are encouraged to give the simulation evaluations which are based on the defined target performance metrics and simulation assumptions. It is no need to calibrate the simulation results among companies. Evaluation based on theoretical/numerical analyses from various dimensions (e.g. Performance gain, power saving) w/o simulation could also be considered.

	RP-233059
	vivo
	Proposal 6: RAN2 performance evaluation of sub-use case should be included in the SID. RAN1 and RAN4 involvement in the performance evaluation can be triggered by RAN2, if needed.
Proposal 7: Down-select promising sub-use case(s) based on initial performance evaluations can be assessed by RAN#104 (Jun. 2024). Subsequent study of other WGs (e.g., RAN1, RAN4)can be started based on the down-selected sub-use cases.

	RP-233277
	MTK
	Specify the methodology for evaluating the performance benefits of AI/ML based algorithms: 
– Methodology based on statistical models (from TR 38.901) for system level simulation as a starting point. 
- Need for common assumptions for the simulation setting, e.g., network deployment and configuration and UE trajectory. 
– System-level and intermediate KPIs: 
- Determine the KPIs and benchmarks for each use cases. The conventional system-level KPIs for mobility performance evaluation incl. HOF/RLF rate, ToS/PingPong rate, HO Interruption time and RSRP distribution are considered as baseline. Other system KPIs, e.g., overhead, power consumption should be discussed as part of the study; 
- Intermediate KPIs to evaluate the AI/ML algorithms performance e.g., prediction accuracy, RSRP difference as well as inference latency, computation complexity should be discussed as part of the study. 
– Generalization performance evaluation and methodology should be discussed as part of the study.

	RP-233316
	HW
	1. Handover performance metrics as defined in TR 36.839 can be used as reference for handover performance evaluation in NR for AI/ML based mobility evaluation. A set of handover performance metrics can be selected as handover performance enhancement targets. New performance metrics are not precluded considering new handover features defined in NR.
1. Study optimization of handover performance metrics for network side model:
-	Candidate/target cell prediction in L3-based mobility
1. Study optimization of handover performance metrics for both UE side and network side model:
-	Cell-level measurement prediction, e.g., using intra-frequency measurement results to forecast the RRM measurement of inter-frequency/inter-RAT cells
-	Beam-level measurement prediction for L3 mobility
-	HO failure/RLF prediction
-	Measurement events prediction

	RP-233406
	InterDigital
	Proposal 7:  Objective for RAN2 R19 AIML study should include the evaluation of performance gains vs complexity of selected use cases.
Proposal 8: Objective for RAN2 R19 AIML study should include the evaluation of generalization, robustness, interoperability and testability of selected use cases.  

	RP-233543
	NTT Docomo
	Proposal: Study the complexity and potential performance of AI/ML model for HO optimization by using valid, simple, and aligned evaluation cases, assumptions, and methodology.
Proposal: To study the complexity and potential performance gains, consider the following aspects of the evaluation methodology,
» Scenario
– Both FR1 & FR2 
– Dense deployment scenario (e.g., based on NR-UMi) with UE mobility model
» Baseline HO schemes
– For simplified intermediate KPI: Legacy non-AI/ML methods.
– For system-level eventual KPI: L3 HO (w/ or w/o CHO) and Rel. 18 LTM.
» Performance metrics
– Model complexity (model size, parameter number, FLOPs) w/ performance evaluations.
– Intermediate KPIs on the performance of direct output of AI/ML models.
✓ Prediction accuracy, Prediction successful ratio, etc.
– Eventual KPIs for mobility.
✓ L3 Mobility: HoF rate, Ping-Pong rate, interruption occasions, etc.
✓ LTM: Ping-Pong rate, interruption occasions, short ToS rate, etc.

	RP-233620
	ZTE
	Performance evaluation: 
· Identify performance metrics for AI based L3 mobility, and evaluate the benefits of AI/ML based L3 mobility (RAN2)
· Identify performance metrics for AI based LTM, and evaluate the benefits of AI/ML based LTM (RAN1)
· Performance metrics can include, e.g. UE measurement power consumption, prediction accuracy, handover/LTM latency, handover/LTM failure rate, Ping-Pong rate, UE throughput.

	RP-233654
	Intel
	· Performance evaluation between AI/ML-based HO and existing HO mechanism
· Optimization target and performance evaluation metrics may include:
· HO failure
· Ping-pong
· Measurement and report reduction
· Duration of stay in the candidate/target cell



Table 2.5.2-1
	KPI
	Supporting company
	Other comments

	Too early HO
	[5]
	

	Too late HO
	[5]
	

	Ping-pong HO
	[5, 2, 9, 10, 15, 29]
	

	UE throughput
	[5, 9]
	

	RLF/HOF
	[5, 2, 9, 10, 15, 29]
	[2] L3 HO only

	Interruption occasion
	[2]
	

	Short of stay
	[2, 10, 29]
	[2] LTM only

	Power consumption
	[9]
	

	Prediction accuracy
	[9, 10, 15]
	[15] Intermediate KPI

	Handover latency
	[9, 10]
	

	Handover interruption time
	[10, 15, 20]
	

	Measurement overhead
	[10]
	

	RSRP distribution
	[15]
	[15] Intermediate KPI

	RSRP difference
	[15]
	[15] Intermediate KPI

	Inference latency
	[15]
	[15] Intermediate KPI

	Computing complexity
	[15]
	[15] Intermediate KPI

	Measurement and report reduction
	[20, 29]
	


[7, 10]: take KPI in 36.839 as baseline
[15]: EVM from 38.901 as starting point
[22]: based on simulation w.o. calibration among companies or theoretical /numerical calculation can be accounted too
[24]: Objective for RAN2 R19 AIML study should include the evaluation of generalization, robustness, interoperability and testability of selected use cases
Moderator summary:
Based on last meeting’s agreement, target performance metrics and impacts should be clarified, with this spirit, companies propose their understanding on related metrics and how to evaluate.
The performance metrics for simulation from contributions are bit diverse among companies. In table 2.5.2-1, few of them are supported by at least 3 companies:
· Ping-pong HO (6)
· HOF/RLF (rate) (6)
· Short of stay (rate) (3)
· Handover interruption (3)
· Predication accuracy (3)
Moderator think performance metrics need be anyway further discussion in RAN2. The listed metrics could be a start point.
Two companies [10, 15] mention how to identify evaluation methodology by considering either 38.901 or 36.839. Considering the relationship between mobility study and RAN1 study on beam management and also most likely LTM is in the scope, what has been captured in 38.843 should be leveraged by this study. In addition, TR 36.839 captured the evaluation on Hetnet mobility, which is valuable for reference for RAN2 too.

Moderator’s Proposal 6: 
· Simulation assumption and methodology can leverage TR 38.901, 38.843 and 36.839. And leave the detail discussion to RAN2
· Capture following performance metrics as example and leave the further discussion to RAN2:
· Ping-pong HO (6)
· HOF/RLF (rate) (6)
· Short of stay (rate) (3)
· Handover interruption (3)
· Predication accuracy (3)

2.5.2 potential specification impact
Table 2.5.3-1
	TDoc
	Source
	Proposals

	RP-232911
	OPPO
	Proposal 8: Assess potential specification impacts of AI/ML-based mobility from the following aspects:
· Evaluate different optimization actions to be taken based on the predictions and their impact on protocol stacks
· Study mobility-specific LCM procedures and parameters
· Study mobility-specific testability aspects, core requirements, and performance requirements

	RP-233216
	QC
	• Identify specification impacts, such as 
• UE and network signaling support and assistance information 
• AI/ML functionality/model life cycle management 
• Leverage Rel-18 AI/ML study 

	RP-233277
	MTK
	• Assess potential specification impact: 
– Protocol aspects: Consider aspects related to e.g., RRM measurement procedures, L3-based and LTM mobility procedures, AI trigger 
events, as well as configuration corresponding to the AI/ML approaches for each use case; 
– PHY aspects: Consider aspects related to e.g., the additional physical layer signaling/measurement and the corresponding 
processing. RAN1 only starts the work after sufficient progress is made on the use case study in RAN2. 

	RP-233543
	NTT Docomo
	• Proposal: Study and identify the use case-specific specification impacts of AI/ML Mobility use cases based on the Rel. 18 AI/ML LCM framework and the 
progress of Rel. 19 AI/ML-air interface normative work if any.
• Proposal: Study and identify other potential specification impacts, e.g., enhancements utilizing inference results and mobility procedures.



Moderator summary:
To assess potential specification impacts of AI/ML-based mobility is kind of business as usual, we can simply take it as one aspect of this item. 

2.5.3 Miscellaneous
Table 2.5.3-1
	TDoc
	Source
	Proposals

	RP-233406
	IDC[24]
	Proposal 1:  AI/ML algorithms and models details are out of scope for RAN2-led R19 AIML study.
Proposal 2: For RAN2-led R19 AIML study offline AIML model training is assumed and Details of AI/ML model training are out of scope.
Proposal 3: Scope of RAN2-led R19 AIML study is limited to existing NR architecture and interfaces.
Proposal 4:  The scope of RAN2-led AIML study should focus on the impacts to the Uu interface.



Moderator summary:
Proposals from [24] indicate the general consideration on how to limit the discussion scope, which could be more or less left to WGs. 

3. Summary
With above moderator summaries and proposals, moderator would like to propose the scope of SI on AI/ML for mobility as below:

Study and evaluate potential benefits and gains of AI/ML aided mobility under connected mode, considering the following aspects:
· Type of mobility:
· Both Network triggered L3-based mobility and L1/L2-triggered mobility (LTM) are considered
· L3-based mobility includes HO and CHO;
· Focuses on RRC_CONNECTED UE only;
· PCell change only;
· HO optimization in Network side (HO decision is always under NW control) including:
· Candidate/target cell(s) prediction in L3-based mobility, or, candidate/target beam(s) and cell(s) prediction in LTM
· RRM measurement and event prediction based on single side model, including
· Beam-level measurement prediction
· Cell-level measurement prediction
· HO failure/RLF prediction
· Measurement events prediction
· Assess potential specification impacts of AI/ML aided mobility.
· The evaluation of the AI/ML aided mobility benefits should consider HO performance KPIs (e.g., Ping-pong HO, HOF/RLF, Short of stay, Handover interruption, Predication accuracy, etc.) and corresponding complexity.
· Note: Simulation assumption and methodology can leverage TR 38.901, 38.843 and 36.839. And leave the detail discussion to RAN2
· RAN4 requirements and other RAN4 implications for the above-mentioned mobility improvement.
· Study AI/ML Mobility with potential AI mobility specific enhancement based on the Rel. 18 AI/ML LCM framework and the progress of Rel. 19 AI/ML-air interface normative work if any.
· Note: The conclusions from Rel-18 AI/ML study should be used as baseline (e.g. data collection framework, performance monitoring, functionality and model activation/deactivation/switching/fallback from Rel-18 can be reused, if applicable)
· Note 1: No intention to change the existing framework for the mobility under connected mode
· Note 2: To avoid duplicate study with “AI/ML for NG-RAN” led by RAN3
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Predictive mobility:
[ Intelligent transportation networks
O For example: Railways, Fixed source to destination routes like home, office etc.

[0 Group handover (for UEs with the same mobility properties) For example: Group of passengers in a train who
move from same source to destination.

O Al/ML can be used in the following aspects
O AI/ML based Target/Candidate cell/beam prediction
O Al/ML based Load balancing in Target cell to achieve better QoE
O AlI/ML based Interference aware RRM (e.g., RSRP, SINR) and Synchronization procedures in teh target cell
O Al/ML based HO parameter tuning such as triggering time, decision metrics etc.
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*  RRM measurement and event prediction, including

_with reduced RSs and measurement, e.g., spatial and temporal beam prediction cross cells [RAN2];
~  Cell-level measurement prediction, e.g., using intra-frequency measurement results to forecast the RRM measurement of inter-
frequency/inter-RAT cells[RANZ];

—  HO failure/RLF prediction [RAN2];

— Measurement events prediction to simplify the filtering configuration and operation[RAN2];

—  Solutions impacting measurement performance and requirement are in the Sl scope. RAN4 should be involved by triggered LS from RAN2

[RAN4].

*  Note 1: no intention to change the existing framework for the mobility under connected mode.

*  Note 3: Avoid overlap work with RAN3.
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LGE view
~ Itis desirable to use the wording “predictive RRM" to represent this objective
« This S| can be compactly described as study on “predictive mobility” based on *predictive RRM"
*  Therefore this objective should be considered most important
~ Beam-level measurement and cell-level measurement can be merged as “predictive measurements”
+ Beam-level prediction can be removed unless it s different from time domain CSI prediction to be done in Rel-19 AIML Wi
« For predictive measurements, time domain prediction and frequency domain prediction are considered
— Event prediction needs to be further clarified
* Event prediction intends to predict event satisfaction time
« Event prediction results should be used for normal HO and conditional HO, by reporting the event pre
nt prediction results for CHO execution, respectively
~ “Event prediction error handling” can be added, since it is essential for robust predictive mobility
— The scope of predictive failure detection can be adjusted,
+ Toinclude beam fai prediction
+ [Toexclude HO failure prediction based on the assumption that HO failure prediction is under the scope of AIML WI]
- If TUis considered constrained,
+ For predictive measurements, time domain prediction should be prioritized over frequency domain prediction.
+ Predictive RRM should be prioritized over predictive failure detection

iction results and using the eve
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KPIs for performance comparison:

[ Reliability/robustness

[0 Reduction in interruption time

[0 Reduction in procedure latency (eg: Same set of RRM resources, Beams used in all target BS’s)
[0 Reduction in signalling overhead

[0 Minimising data rate impact during mobility procedures
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= Potential objectives: possible down-scoping in RAN#102

*  Type of mobility

+  HO optimization in Network side [/UE side], including

» Candidate/target cell prediction in L3-based mobility, or,
candidate/target beam(s) and cell(s) prediction in LTM .

Note 1: no intention to change the existing
*  RRM measurement and event prediction, including framework for the mobility under connected mode

* Note 2: In the SID, target performance metrics and
impacts should be clarified
* Note 3: Avoid overlap work with RAN3

HO failure/RLF prediction

Measurement events prediction




