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[bookmark: _Ref488331639][bookmark: _Ref178064866]Introduction
This paper shares our view on R19 XR enhancement.
Discussion
R18 XR progress and leftover
Enhancements related to power saving [RAN2]
On R18 XR power saving aspects, RAN2 focuses on the work to handle non-integer XR traffic periodicity and finally agrees to introduce rational numbers in DRX cycle configuration. Meanwhile, the SFN warp-around issue is resolved by using a method similar to the one designed for CG in R16 IIoT. From the RAN2 point of view, these works are completed and no further enhancement is to be pursued in R19.
Enhancements related to capacity [RAN1, RAN2, RAN3]
In R18, the UE configuring with multiple CG PUSCH transmission occasions in a period of a single CG as well as reporting the unused CG PUSCH occasion(s) by using UTO-UCI has been supported. It requires the enhancement of the CG occasion determination, the HPI determination, the design of UTO-UCI, etc. In addition, R18 also covers the DG-related enhancement to improve the capacity, including supporting a new and static BS table for the quantization error reduction as well as the DSR reporting for timely scheduling. Moreover, the PDCP discard operation of PDU Sets also falls in the scope of the capacity enhancement because it can free of radio resources. From the RAN point of view, the work on these sub-features is completed. 
FEC-based discarding was discussed in the study phase, however eventually the scope was narrowed down to PSI/PSIHI-based enhancement due to the lack of SA2 support. Considering potential FEC enhancement has already been included in the SA approved SID of XRM ph2 [2] and there is some support in RAN#101 [5] as shown below, RAN2 can further consider the FEC-based discarding in R19.
	SA2 aspect: SID of XRM ph2
WT#1 Enhancement for PDU Set based QoS handling.
WT#1.1 Study whether and how to enhance PDU Set related (e.g. new standardized 5QI, enhancements to Alternative QoS profiles, FEC) and PDU Set information (including Control Plane and/or User plane information provided by the AF/AS) and the corresponding PDU Set QoS handling enhancement. 




	[bookmark: OLE_LINK12]RANP aspect: Moderator's summary for REL-19 XR in #101
To be Considered Further

FEC awareness at AS 
· Dependent on SA2, SA4. Some support 




Enhancements for XR Awareness [RAN2, RAN3]
The concept of PDU set/data burst is introduced in SA2 in R18 as finer granularity to handle the XR service. To enable the PDU set/data burst-based operation, it is concluded in R18 that the network and the UE need to identify the PDU set/data burst-related information. Also, the UE/SMF is responsible for providing XR assistance information to the gNB for the proper CG/power saving configuration. As no more information (except for FEC) is required for the XR service based on the SID of XRM ph2 [2], we can only focus on the FEC-related information.

[bookmark: _Toc152332502][bookmark: _Hlk151648620]R19 XR work scope includes the following R18 leftover [RAN2]
· [bookmark: _Toc152332503]FEC-based PDU Set discarding

R19 new area
In TS 22.261, there are requirements to support coordinated transmission for multi-modality flows. In some cases, these multiple types of flows, e.g. video/audio stream, and haptic or sensor data for a more immersive experience are linked with/located at a single UE. In other cases, such multiple types of flows are associated with multiple UEs. 
[image: ]
Figure 1. Multi-modal interactive system (in TS 22.261)
As described in TS 22.261, immersive multi-modal VR applications have critical synchronization requirements between different media components, in order to avoid having a negative impact on the user experience. The table below shows an example of synchronization requirements.
[bookmark: _Hlk87540359]Table 1: Typical synchronization thresholds for immersive multi-modality VR applications (in TS 22.261)
	Media components
	synchronization threshold (note 1)

	audio-tactile
	audio delay:
50 ms
	tactile delay:
25 ms

	visual-tactile
	visual delay:
15 ms
	tactile delay:
50 ms

	NOTE 1:  for each media component, “delay” refers to the case where that media component is delayed compared to the other.



[bookmark: _Hlk144305934]To support the requirement of coordinated transmission for multi-modality flows, R18 SA2 targets the following objectives.
	#1) Support of policy control enhancements to support multi-modality flows for single UE, based on AF provisioned information.
#2) Support of policy control enhancements to support multi-modality flows for multiple UEs. 
-	AF may indicate the multiple flows belong to the same multi-modal service for multiple UEs.
-	PCF generates related policies for each of the multiple UEs. 



In R18, SA2 has concluded that the QoS policies are enhanced to implicitly implement the coordination/sync among QoS flows of one or multiple UEs, which does not have any RAN impact. such a QoS policies-level enhancement cannot guarantee accurate synchronization transmission among QoS flows and can only partially support coordinated/sync transmission among QoS flows. As multi-modality has not been included in the SA2 R19 scope, RAN2 enhancement on multi-modality should focus on the uplink (for the downlink the work depends on SA2). With this in mind, it is suggested that RAN2 may consider the following aspects, including e.g. whether to have the per-packet or per-Qos flow level sync transmission among multi-modality flows, whether to know the sync information among multi-modality flows and what the impact to scheduling/transmission in MAC/PDCP is. Note that SA2 alignment is required if RAN agrees to support multi-modality service-related objectives.
[bookmark: _Toc152332504]R19 XR work scope includes the multi-modality service-related objectives [RAN2]
· [bookmark: _Toc152332505]UL sync transmission of multi-modal XR application within a single UE

In R18, UTO-UCI indication is configured per CG configuration, which means all bits in the bitmap of a UTO-UCI indication have a one-to-one correspondence to valid TOs belonging to one single CG configuration. In R19, extension of a single UTO-UCI indication to cover valid TOs belonging to multiple CG configurations can be supported to further enhance the system capacity, by improving the efficiency of UTO-UCI indication that can indicate the usability of more TOs closer to the indication instance than in R18 and by avoiding the redundant UTO-UCI bits corresponding to the colliding CG PUSCH TOs belonging to different CG configurations.
[bookmark: _Toc152332506]R19 XR work scope includes extension of UTO-UCI to multiple CG configurations [RAN1].

[bookmark: _Toc109213964]Conclusion
We have the following proposals:
Proposal 1	R19 XR work scope includes the following R18 leftover [RAN2]
-	FEC-based PDU Set discarding
Proposal 2	R19 XR work scope includes the multi-modality service-related objectives [RAN2]
-	UL sync transmission of multi-modal XR application within a single UE
Proposal 3	R19 XR work scope includes extension of UTO-UCI to multiple CG configurations [RAN1].
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