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The studies of Rel-18 study item “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” have been completed in different RAN working groups (i.e., RAN1, RAN2 and RAN4) and the outputs are captured in TR 38.843.
In this contribution, we will provide our views on the output of Rel-18 study item and propose some fundamental and attracting objectives for a Rel-19 RAN1-led work item led by RAN1. 
Discussion
One of the key tasks is to evaluate whether AI/ML-based solution for the air interface can provide promising performance gain compared to traditional algorithms/methods. During Rel-18 study, comprehensive simulations are carried out by about thirty companies to evaluate the potential of AI-based solutions with various evaluation assumptions including different settings for generalization performance. To be specifically, a thorough evaluation for the AI models is made for the six representative sub use cases identified by RAN1:
· CSI compression
· CSI prediction
· Spatial-domain DL beam prediction
· Temporal DL beam prediction
· AI/ML assisted positioning
· Direct AI/ML positioning  

Regarding the potential performance gain of AI/ML-based solution without considering generalization/scalability, we can see AI/ML-based solutions can achieve obvious performance gain in typical settings for each use sub use case [1], e.g., 
· For CSI compression, the evaluation results show performance gains for the mean UPT (e.g., 0.2%-15%) and 5% UPT (e.g., 0%-20.9%) for low-rank cases. For CSI prediction, most sources show performance gains for the mean UPT (e.g., 2%-23%) and 5% UPT (e.g., 1%-26.4%). 
· For Spatial-domain DL beam prediction, with measurements of fixed Set B of beams that of 1/4 of Set A of beams (e.g., about 75% RS overhead reduction), most sources show that the prediction accuracy of the Top-1 TX beam with 1dB margin is more than or about 90%. With the reduced RS overhead, the mean UPT only suffers 1%~4% loss. For temporal DL beam prediction, the evaluation results show AI/ML based solution can increase 1%-10% prediction accuracy compared to non-AI-based solution with 50% or more RS overhead reduction. 
· For both AI/ML assisted positioning and direct AI/ML position, horizontal positioning accuracy of <1m at CDF=90% can be achieved compared to >15m for conventional positioning method when the clutter parameter setting is {60%, 6m, 2m}.   
For the above use cases, even if generalization performance and scalability are considered, the AI model can also achieve satisfying performance (with no or minor performance degradation) by different approaches, e.g., constructing a better training data set with mixed training data.
In summary, RAN1 study has showed that the AI-based solutions for the afore-mentioned sub use cases can provide satisfying performance gain compared to traditional non-AI-based algorithms/mechanisms.
Observation 1: RAN1 study has showed that the AI-based solutions for the six representative sub use cases can provide satisfying performance gain with/without considering generalization/scalability. 

Unfortunately, companies were unable to reach a consensus on the recommendation of CSI compression and CSI prediction for normative work due to concerns regarding the trade-off between performance and complexity/overhead, as well as the issues related to inter-vendor training collaboration for two-sided models. 
Observation 2: It is quite controversial on whether or not to recommend normative work for CSI compression and CSI prediction. 

In fact, for some scenarios and config settings, the aforementioned CSI compression use cases still have significant gains compared to legacy solutions. In our understanding, the introduction/study of the two-sided model is a totally new topic and a challenging issue for 3GPP. It brings many new investigations and thinking to 3GPP in terms of performance gain, complexity, and impacts on deployment and specification. As Rel-19 is a pre-6G release, the support of two-sided model is beneficial from the perspective of performance gain and future-proof evolution. This is not only meaningful for 5G-Advanced but can also serve as a good warm-up for AI/ML evolution in 6G. Regarding CSI prediction, some companies also have concerns on lacking of results on the performance gain over non-AI/ML based approach and associated complexity. From our perspective, regarding the CSI use cases in R19, at least normative works are necessary for features with clear standardization requirements, e.g. for inference and monitoring. Additionally, further evaluations to identify more performance gains and analyses of issues related to model training(especially the inter-vendor training collaboration for two-sided models) and more LCM procedures, could be included as part of the objectives for the R19 study item. A possible compromised way is to have a study phase (Phase1) for CSI compression and CSI prediction and then followed by normative work (Phase2) in Rel-19. 
In summary, we suggest to support all of the six sub use cases for Rel-19 normative work. 
Proposal 1: For Rel-19 AI/ML over the air interface, support all six representative sub use cases 
· [bookmark: _GoBack]Study and specify, if justified, CSI compression and CSI prediction 
· For AI-based beam management, specify both BM-Case1 and BM-Case2
· For AI-based positioning, specify both direct AI/ML positioning and AI/ML assisted positioning 


Another key task is to study the potential specification enhancements to support AI/ML-based solutions for the afore-mentioned sub use cases. This task covers both the common AI/ML life cycle management (LCM) framework and the specific spec enhancements dedicated to each sub use case.
Regarding the common AI/ML LCM framework to supported AI/ML-based solutions, various aspects are carefully studied:
· General LCM framework: two types of LCM framework are studied, namely functionality-based LCM framework and model-ID-based LCM framework.  
· LCM components: Data collection, model transfer/delivery, model inference, model/performance monitoring, model/functionality selection/activation/deactivation/switching/fallback and so on 
To be specific, functionality-based LCM framework is accepted by most companies as the basic framework. On top of it, companies have controversial views on whether model-ID-based LCM framework is additionally supported or not. After lengthy discussion, RAN1 agreed that Mode-ID can be used within functionality-based LCM framework if needed. From the operation perspective, there is no difference between the operation of model-ID-based LCM and the operations relying model-ID within functionality-based LCM. In our understanding, 
· Functionality-based LCM is the default LCM
· The previous-defined functionality-based LCM and model-ID-based LCM are merged in to one unified functionality-based LCM
For model ID management, RAN2 identified some use cases in which model ID can be used to identify model(s), apart from this, RAN2 also concluded that model ID should be global unique which seems sufficient in the study item phase.

Meanwhile, different assumptions on network-UE collaboration levels are also identified. For the fundamental LCM components, good progress has been made for the procedures/specification impacts of AI model inference, model/performance monitoring and data collection for Network sided model training. Regarding to data collection for UE sided model training, this topic is still controversial. 
In contrast, there are only limited studies on model training. During Rel-18 study, offline model training is the basic assumption as default. 
One of controversial parts is whether to support model transfer or not. For model transfer/delivery topic, 7 candidate solutions covering both CP and UP based method are identified and studied. However, no conclusion was made for the feasibility and recommendation.
Among all the sub use cases, only AI-based CSI compression uses the two-sided model (i.e., the encoder is at UE side and the decoder is at NW side). RAN1 has studied different types of offline training, data collection, quantization, model/performance monitoring, CSI determination and reporting, and so on. The key issues related specifications has been well-studied. 
For the other five sub use cases, one-sided model is used. Compared to the two-sided model, the procedures/mechanisms for LCM of the on-sided model are much simpler. 
Generally speaking, in Rel-18, a thorough study has been done for the specification impacts dedicated to each sub use cases with focus on the following aspects:
· Data collection
· Model inference
· Model/performance monitoring
In summary, based on the output of the study on performance gain and specification impact, we believe that Rel-18 study has achieved good progress in RAN1. Thus, we have the following observation:
Observation 3: RAN1 has done a thorough study on general LCM framework and the sub-use-case-specific specification impacts and achieved good progress. Some controversial parts are remaining, e.g., 
· Whether model transfer is supported or not

From the perspective of Rel-19 work, normative work is needed to specify the fundamental components of the general AI/ML LCM framework that were identified in Rel-18 and are applicable to all representative sub-use cases studied in Rel-18, e.g., basic LCM framework, model inference, model/performance monitoring, 
Based on the above discussion, we have the following proposals:
Proposal 2: For Rel-19 AI/ML over the air interface, normative work is suggested for the fundamental components of the general AI/ML LCM framework that are well-studied Rel-18 SI and are applicable to all representative sub use cases, e.g., 
· Functionality-based LCM framework, and model-ID can be used within functionality-based LCM if needed
· Model inference
· Model/performance monitoring
· Data collection for inference, monitoring and offline training

For Rel-18 study item, RAN4 study is quite aligned with the output/status of RAN1 study. General test framework, candidate KPIs for each sub use cases, test scope for LCM and candidate options to address the testability of two-sided model have been well studied. In Rel-19, corresponding normative works on test methodologies and requirements should be done.
Proposal 3: For Rel-19 AI/ML over the air interface, normative works related to test methodologies and requirements
 is suggested in RAN4.

In summary, we suggest to have a RAN1-led work item as below: 
Proposal 4: For Rel-19 AI/ML over the air interface, support a RAN1-led work item with the following main objectives
· Specify the basic and well-studied components of AI/ML LCM framework that are applicable to all representative sub use cases, 
· Functionality-based LCM framework, and model-ID can be used within functionality-based LCM if needed
· Model inference
· Model/performance monitoring
· Data collection for inference, monitoring and offline training
· Study and specify, if justified, CSI compression and CSI prediction 
· For AI-based beam management, specify both BM-Case1 and BM-Case
· For AI-based positioning, specify both direct AI/ML positioning and AI/ML assisted positioning 
· Specify corresponding RAN4 test methodologies and requirements

Conclusion
Based on the discussion, we suggest to have a RAN1-led work item as below
Proposal 4: For Rel-19 AI/ML over the air interface, support a RAN1-led work item with the following main objectives
· Specify the basic and well-studied components of AI/ML LCM framework that are applicable to all representative sub use cases, 
· Functionality-based LCM framework, and model-ID can be used within functionality-based LCM if needed
· Model inference
· Model/performance monitoring
· Data collection for inference, monitoring and offline training
· Study and specify, if justified, CSI compression and CSI prediction 
· For AI-based beam management, specify both BM-Case1 and BM-Case
· For AI-based positioning, specify both direct AI/ML positioning and AI/ML assisted positioning 
· Specify corresponding RAN4 test methodologies and requirements


Observations and other proposals and are as below: 
Observation 1: RAN1 study has showed that the AI-based solutions for the six representative sub use cases can provide satisfying performance gain with/without considering generalization/scalability. 
Observation 2: It is quite controversial on whether or not to recommend normative work for CSI compression and CSI prediction. 
Observation 3: RAN1 has done a thorough study on general LCM framework and the sub-use-case-specific specification impacts and achieved good progress. Some controversial parts are remaining, e.g., 
· Whether model transfer is supported or not

Proposal 1: For Rel-19 AI/ML over the air interface, support all six representative sub use cases 
· Study and specify, if justified, CSI compression and CSI prediction 
· For AI-based beam management, specify both BM-Case1 and BM-Case2
· For AI-based positioning, specify both direct AI/ML positioning and AI/ML assisted positioning 

Proposal 2: For Rel-19 AI/ML over the air interface, normative work is suggested for the fundamental components of the general AI/ML LCM framework that are well-studied Rel-18 SI and are applicable to all representative sub use cases, e.g., 
· Functionality-based LCM framework, and model-ID can be used within functionality-based LCM if needed
· Model inference
· Model/performance monitoring
· Data collection for inference, monitoring and offline training

Proposal 3: For Rel-19 AI/ML over the air interface, normative works related to test methodologies and requirements
 is suggested in RAN4.
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