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[bookmark: _Ref413203676]Introduction
At GERAN#67 a new work item named Extended Coverage GSM (EC-GSM) for support of Cellular Internet of Things (WI code: CIoT_EC_GSM) was approved, see [1]. One of the objectives of the work item is the following:
“Support for extended coverage GSM deployment in a reduced BCCH spectrum allocation, provided it is shown to be feasible, from 4/12 (2.4 MHz) frequency re-use to 3/9 (1,8 MHz) or 1/3 (600 kHz) frequency re-use, where legacy CS users might not be supported, and add respective normative changes, if any.”
[bookmark: _GoBack]This contribution gives the current status of working assumptions.
Network scenarios
The WID objective focuses on a network in a narrow spectrum in which legacy CS users might not be supported. A possible use case is a re-farming scenario where the spectrum of a legacy GSM network is reduced in favor of a 3G network (or 4G, assuming VoLTE) that carries the speech traffic. In this scenario, the 3G/4G network can also be expected to carry the majority of the legacy PS traffic, except for devices without 3G/4G support. In particular, there is today a fairly large population of MTC devices that support GPRS only that would continue to be served by the GSM network. Since MTC devices typically have a long lifespan, a GSM network supporting legacy GPRS MTC devices and new EC-EGPRS MTC devices in a narrow spectrum would be an important use case.
It is expected that the legacy GPRS MS have roughly the same traffic patterns as anticipated for CIoT devices in [2] and therefore it is proposed to reuse the same traffic models.
The following working assumptions are proposed:
	WA1
	The traffic to be carried by the tight reuse network is MTC traffic.
	Agreed

	WA2.1
	The network will serve a mix of EC-EGPRS and legacy GPRS MTC devices.
	Agreed

	WA2.2
	The legacy GPRS MTC devices are assumed to support a max output power of 33 dBm.
	Agreed

	WA3
	The traffic models for MAR periodic and Network Command (see [2]) will be used for EC-EGPRS.
	Agreed

	WA3b
	The traffic models for MAR periodic and Network Command (see [2]) will be used for legacy GPRS.
	Not agreed



The majority of current MTC devices in GSM networks are GPRS capable. Models of GPRS might not be available in all system simulators. However, it is noted that apart from the added support of type 2 HARQ in EGPRS, the traffic channel performance on link level of GPRS is very similar to that of EGPRS MCS-1-4. Further, the performance of the associated control channel used by both data bearers, CS-1, is the same. Hence, it is proposed to model legacy GPRS traffic either using a link-to-system model of GPRS, or of EGPRS MCS-1-4 without type 2 HARQ.
For EC-EGPRS MCS-1-4 is mandatory on both DL and UL, while 8PSK modulation and coding schemes are optionally used to provide additional gains in spectral efficiency. MCS-1-4 is chosen to allow a cost-effective device implementation and will be supported by all devices. 
It is hence proposed that simulations shall be provided assuming MCS-1-4 for EC-EGPRS, with optional evaluations using device capability of MCS-1-9.
	WA4
	Legacy PS devices are modeled by GPRS, optionally using EGPRS MCS-1-4. If EGPRS is used, no IR functionality shall be assumed activated.
	Agreed

	WA5
	EC-EGPRS devices are modeled by EGPRS MCS-1-4 using type 2 HARQ and blind physical layer repetitions. Evaluations assuming MCS-1-9 device support are optional.
	Not agreed


Scope and methodology of investigations of a tighter BCCH reuse
The BCCH layer serves many purposes, which may be negatively impacted by a tightened reuse, including the following:
1. [bookmark: _Ref432079203]Frequency and time synchronization (FCCH, SCH)
2. [bookmark: _Ref432079209]Cell identification (reading BSIC on SCH) and received signal level measurements e.g. for cell reselection purposes
3. System information acquisition (BCCH)
4. [bookmark: _Ref432079440]Common control signaling (RACH, PCH, AGCH)
5. [bookmark: _Ref432079442]User data traffic
Of these, items 1, 4 and 5 were studied during the feasibility study of CIoT. It is proposed to follow the same approach also for studies of tighter reuse for EC-EGPRS. Since item 2 can be expected to have a large impact, cell reselection should be realistically modelled in the system simulations, or alternatively separately investigated with a realistic model.
A MS originated message transfer typically consists of three distinct phases:
I. The MS synchronizes to the network (item 1 and 2 above)
II. The MS accesses the system and is assigned resources (item 4 above)
III. The MS performs a data transfer (item 5 above)
For each phase, the latency will be evaluated in the study, and the overall latency of a message transfer will be the sum of the delay of the respective phases. However, for the second phase (common control signaling), the current latency definition in [2] includes the time until contention has been resolved from the perspective of the MS. This occurs when the MS receives an RLC/MAC control block including its TLLI, which typically occurs during/after the third phase (data transfer). The latency of phase 2 and 3, as currently defined, are therefore partly overlapping, and the overall latency cannot be obtained by adding the latency of respective phases. Therefore a modified definition of the latency of phase 2 is proposed in WA 7.1 below.

	WA6
	The impact of a tighter frequency reuse on network synchronization performance shall be investigated for both EC-EGPRS MS and legacy GPRS MS.
	Agreed

	WA6.1
	Network synchronization performance shall be investigated 
· For a relevant range of coupling losses [TBD],
· with realistic interference models [TBD] where SINR levels are reflecting the assumed and relevant network parameters, such as frequency reuse, and,
· where the logical channels are correctly mapped on both wanted and interfering signals
	Agreed

	WA6.1.1
	For EC-EGPRS, network synchronization performance at coupling losses 164 dB, 154 dB and 144 dB shall be investigated.
	Agreed

	WA6.1.2
	For legacy GPRS, network synchronization performance at coupling loss 144 dB shall be investigated.
	Not agreed

	WA6.1.3
	Interference models shall capture expected interference types, including co- and adj-channel interference as well as thermal noise, and signal levels expected in a GSM system for the investigated frequency reuse. 
	Agreed

	WA6.1.4
	The timing of each BCCH carrier is assumed to be random and uniformly distributed.
	Agreed

	WA6.2
	Except for what is stated in WA6.1, the definitions, assumptions and metrics specified in subclause 5.3.4 of [2] shall be followed when investigating network synchronization performance.
	Agreed

	WA7
	The impact of a tighter frequency reuse on random access performance shall be investigated for both EC-EGPRS MS and legacy GPRS MS. 
	Agreed

	WA7.1
	Random access delay is defined as the time from when the device application triggers a first access request until a response with a valid random reference has been received on (EC-)AGCH.
	Not agreed

	WA7.2
	The methodology in subclause 5.3.5 of [2] shall be followed for RACH evaluation except for:
· No BPL applied to legacy GPRS (see WA10)
· BPL model 1 with inter-site correlation coefficient 0.5 applied to EC-EGPRS (see WA11)
	Agreed

	WA8
	The impact of a tighter frequency reuse on user data traffic performance shall be investigated for both EC-EGPRS MS and legacy GPRS MS. 
	Agreed

	WA8.1
	The methodology in subclause 5.2.1 and 5.2.2 of [2] shall be followed for data traffic capacity evaluation except for:
· Only the traffic models MAR Periodic and Network Command shall be used (see WA3 and WA3b)
· No BPL applied to legacy GPRS (see WA10)
· BPL model 1 with inter-site correlation coefficient 0.5 applied to EC-EGPRS (see WA11)
	Agreed

	WA8.2
	The methodology in subclause 5.3.2 and 5.3.3 of [2] shall be followed when investigating user data traffic latency.
	Agreed

	WA9
	The impact of a tighter frequency reuse on cell reselection performance shall be investigated for both EC-EGPRS MS and legacy GPRS MS.
	Agreed

	WA9.1
	Cell reselection performance can either be investigated as part of the evaluations of user data traffic performance (see WA8) or as a separate evaluation.
The model for cell re-selection is to be further discussed.
	Agreed

	WA9.2
	Cell reselection shall be based on realistic models of neighbor cell measurements in idle mode and (legacy GPRS only) packet transfer mode. The models shall be described together with presented simulation results.
	Agreed


Simulation assumptions
Building penetration loss
GPRS devices do not support extended coverage, and existing devices can therefore be expected to be placed outdoor or in other locations with normal coverage. Therefore, building penetration loss should not be applied to legacy GPRS MS.
Further, although the building penetration loss model in the study has been vital to understanding the system capacity under challenging coverage conditions, the four different variants have not provided diverse results to motivate the continuation of using all models in future simulations where BPL is used. It is therefore proposed to only use BPL model 1 with inter-site correlation coefficient 0.5. BPL model 1 is the model based on derived projection from available measurements and building statistics.
	WA10
	No BPL is applied to GPRS.
	Agreed

	WA11
	BPL model 1 with inter-site correlation coefficient 0.5 of [2] is applied to EC-EGPRS.
	Agreed


Cell radius
In WA6.1.2 it is proposed to investigate network synchronization performance at the maximum coupling loss (144 dB) of legacy GPRS. However, since a relatively small ISD (inter-site distance) of 1732 m is specified in the system simulation assumptions in the TR [2], there are in fact no locations with a coupling loss of 144 dB for legacy GPRS users, as no BPL is applied for those (see WA10). Therefore, it is proposed to also investigate a larger ISD for network synchronization simulations with only legacy GPRS MS.
	WA11b
	In network synchronization performance simulations with 100 % fraction of legacy GPRS MS, an ISD of 7500 m shall be investigated in addition to the ISD of ~1732 m.
	Not agreed


MS Antenna gain
For EC-EGPRS MS, the TR [2] specifies that an MS antenna gain of -4 dBi be used. However, for legacy GPRS MS, an MS antenna gain of 0 dBi is more realistic.
	WA11c
	A MS antenna gain of 0 dBi shall be used for legacy GPRS MS.
	Agreed



Device density
The CIoT device density targeted in [2] is assumed to be valid also in studies of tighter reuse. Of these, it is proposed that different fractions are assumed to be legacy GPRS MS.
	WA12
	The target device density per cell (=sector) is the same as in [2] (i.e., 52547 devices per cell). This refers to the sum of legacy GPRS devices and EC-EGPRS devices.
	Agreed

	WA13
	Different fractions of EC-EGPRS MS and GPRS MS will be investigated. 100 % fraction of legacy GPRS devices will be investigated. 0 % fraction of legacy GPRS devices will be investigated.
	Agreed


IP header compression
In [2] it is stated that all system simulations should be repeated assuming 1) that IP header compression is used, and 2) that IP header compression is not used. In the context of evaluating impact of tighter reuse, where the relative performance impact is most important, this doubled simulation effort does not seem justified. Therefore, it is proposed to assume that IP header compression is not used.
	WA13b
	In system capacity evaluations, a total protocol overhead of all protocols below application layer and above SNDCP layer of 65 bytes is assumed.
	Agreed



Other parameters
When nothing else is specified, it is proposed to reuse link level and system level simulation assumptions from [2].
	WA14
	Unless otherwise specified in other working assumptions, the simulation assumptions in Annex C and Annex D of [2] shall be used for EC-EGPRS.
	Agreed

	WA15
	Unless otherwise specified in other working assumptions, the simulation assumptions in Annex C and Annex D of [2] shall be used for legacy GPRS.
	Agreed


Conclusions
A framework for the feasibility study of EC-GSM in tighter frequency reuse has been outlined.
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Extracts from 3GPP TR 45.820 [2]
In this annex, referenced clauses in [2] are collected. Parts not applicable for investigations of tighter reuse (see working assumptions above) are highlighted in grey.
[bookmark: _Toc429500536]5.2	Capacity evaluation methodology
[bookmark: _Toc429500537]5.2.1	General approach
Capacity evaluation is done by running system level simulations using traffic models defined in Annex E and the system level simulation assumptions in Annex D.
The capacity metric is defined as spectral efficiency in number of reports/200 kHz/hour. The minimum system bandwidth should be defined for each candidate solution and the system bandwidth assumed in any capacity performance evaluation should also be declared.
[bookmark: _Toc429500538]5.2.2	Capacity evaluation based on MS generated user data
The capacity metric is evaluated by running system level simulations with Mobile Autonomous Reporting (MAR) periodic traffic model and Network Command traffic model (See Annex E on traffic models). 
MAR exception reporting model (See Annex E) is not used for system capacity evaluation.
Software update reconfiguration/update model (See Annex E) is not used together with MAR periodic and Network Command in system level simulations. 
For the purpose of system level simulation, a Gb architecture is assumed when using traffic models. 
The split of devices between MAR periodic and Network Command is MAR periodic (80%) and Network Command (20%).
System level simulation for capacity evaluation should be repeated for the following total protocol overhead assumptions i.e. including all protocols below application layer and above equivalent of SNDCP layer (See table E.2-3 in Annex E). 
- 	A total protocol overhead of 65 bytes (without IP header compression).
- 	A total protocol overhead of 29 bytes (with IP header compression).

5.3 [bookmark: _Toc429500540]Latency evaluation methodology
[...]
[bookmark: _Toc429500543]5.3.2	Latency evaluation for uplink reports generated by MAR periodic
Latency evaluation is done based on MAR periodic model (See Annex E) as part of system level simulations for system capacity evaluation. 
Latency definition for MAR UL periodic reporting is as follows:
-	Latency excludes time needed for SI reading (as this is generally not required). 
-	Latency includes the time for UE to synchronize to the network (refer to Subclause 5.6). 
-	Latency includes the time for an access attempt from the device till the time to successfully receive the UL application layer payload at the base station. 
- 	No specific latency requirement applies in this case.
[bookmark: _Toc429500544]5.3.3	Latency evaluation of downlink application layer ACKs for uplink generated MAR periodic reports
Latency analysis is done for application layer DL ACK of uplink reports generated by MAR periodic model (see Annex E) as part of system level simulations for system capacity evaluation Latency is measured from the time an application layer DL ACK is received at the base station (from the application server) till  the time when the device has successfully received the application layer DL ACK..
No specific latency requirement applies in this case.
[bookmark: _Toc429500545]5.3.4	Network synchronization time
Network synchronization is defined as the equivalent of acquisition of FCCH+SCH for GSM. Network synchronization is evaluated with one (equivalent of) BCCH carrier for initial cell search and cell re-confirmation. The timing of the broadcast carrier is assumed to be unknown, and uniformly distributed for initial cell search.
The network synchronization will be evaluated at a coupling loss of 144 dB, 154 dB, and the MCL for the candidate proposal. No extra MCL margin is required for network synchronization. 
The detection rate (%) and false detection rate (%) of the network synchronization will be provided.
The synchronization time, frequency accuracy and time accuracy after network synchronization will be provided.
[bookmark: _Toc429500546]5.3.5	Random access delay
The random access delay is defined as the time from when the device application triggers a first access request until the contention has been resolved from the perspective of that device.
The random access delay from system level simulations will be presented as a CDF over access delays for the two building penetration loss deployment scenarios and traffic model(s) that have been agreed. The percentage of random access attempts that fail in each scenario, not included in the CDF, will be declared.
The false detection rate (%) of the access channel will be provided at the MCL of the candidate technique.
[bookmark: _Toc429501254]Annex C: 
Link level simulation assumptions
The assumptions for the MS transmit power and BS transmit power are as described in Table D.1 (system level simulation assumptions). The other relevant link level simulation assumptions are summarized in Table C.1.
Table C.1: Assumptions for link level simulations
	No.
	Parameter
	Value

	1
	Frequency band
	900 MHz

	2
	Propagation channel model
	TU

	3
	Doppler spread
	1 Hz with model for Doppler spectrum taken from TR 36.888 [3]1

	4
	Interference/noise
	Sensitivity2 

	5
	Antenna configuration
	BS: 1T2R
MS: 1T1R

	6
	Frequency error
	 
F_offset(t) = F_est_error + (F_drift_inactive *T_inactive) + (F_drift_active * t). See Note 3.

	7
	MS initial frequency error (for evaluation of synchronization performance)
	Randomly chosen from -20 ppm and 20 ppm (i.e. either -20 ppm or 20 ppm), generated per synchronization attempt.

	NOTE 1:	Doppler spread of 1 Hz, with model from TR 36.888 [3], is a working assumption. This will be revisited if a more appropriate model is identified which shows significant difference in performance results. Doppler spread of 1Hz will model a non-stationary surrounding environment and not a non-stationary mobile device. Link level simulation results assuming 1Hz Doppler will be used in system level evaluation.
NOTE 2:	Sensitivity will be modelled as a baseline. Interference scenarios need to be developed.
NOTE 3:	 F_offset(t) is the frequency offset at time t relative to the start of an uplink transmission.
	F_est_error (Hz) is the candidate technology specific estimation of the downlink frequency error, which should be justified and declared for each candidate technology. . In order to ensure sufficient margin to different impairments, such as TXCO precision, the candidate technology specific assumption on frequency offset, if expressed as a distribution, will not have a Root Mean Square Error (RMSE) lower than 10 Hz, or if a fixed offset is used, will not be lower than 10 Hz. 

	F_drift_inactive (0.010 ppm/s) represents the frequency drift rate during the interval between the end of the last downlink reception used for frequency error estimation and the start of the uplink transmission. The polarity (sign) of the F_drift_inactive rate should be selected randomly for each simulated uplink packet. 
	T_inactive (sec) is the time interval between the end of the last downlink reception used for frequency error estimation and the start of the uplink transmission.
	F_drift_active (0.025 ppm/s) is the frequency drift rate during the uplink transmission. The polarity (sign) of the F_drift_active rate should be selected randomly for each simulated uplink packet (so where a packet is composed of many repetitions, the polarity should be the same for each repetition). 
	Refinement to the basic model which takes into account the candidate Cellular IoT radio interface technology proposal is allowed but the changes will be declared.



[bookmark: _Toc429501255]
Annex D: 
System level simulation assumptions
The assumptions for system level simulations are summarized in Table D.1. 
Table D.1: Assumptions for system level simulations
	No
	Parameter
	Assumption

	1
	Cellular Layout
	Hexagonal grid, 3 sectors per site1

	2
	Frequency band
	900 MHz

	3
	Inter site distance 
	1732 m

	4
	MS speed 
	0 km/h as the baseline2

	5
	User distribution
	Users dropped uniformly in entire cell

	6
	BS transmit power per 200 KHz (at the antenna connector)
	43 dBm3

	7
	MS Tx power (at the antenna connector)
	Candidate solution specific4

	8
	Pathloss model
	L=I + 37.6log10(.R), R in kilometers
I=120.9 for the 900 MHz band

	9
	Shadowing standard deviation
	8 dB

	10
	Correlation distance of Shadowing
	110 m 

	11
	Shadowing correlation
	Between cell sites


	0.5

	
	
	Between sectors of the same cell site
	1.0 

	12
	Antenna pattern (horizontal)
(For 3-sector cell sites with fixed antenna patterns) 
	See table 5-7, 3GPP TR 45.914 [4], 65° H-plane.

	13
	BS antenna gain
	18 dBi

	14
	MS Antenna gain
	-4 dBi

	15
	BS cable loss
	3 dB

	16
	Building Penetration Loss
	Based on distributions derived from adapted COST 231 NLOS model. See clause D.1 and note 5

	17
	Inter-site correlation coefficient
	Two inter-site correlation coefficients will be used for simulations: 0.5 and 0.75

	NOTE 1:	Simulations should consider enough BS sites to obtain reliable results. 
NOTE 2:	Mobility scenario has to be defined 
NOTE 3:	The carrier PSD compared to GSM will not be exceeded. 
NOTE 4: 	The highest MS Tx power level at which PA integration on chip is feasible needs to be identified (working assumption is 23 dBm). The supported MS Tx power levels will be declared and evaluated for any candidate solution.
NOTE 5: 	Simulations should be performed for two scenarios of building penetration loss described in clause D.1.All evaluations should provide results for both scenarios.



[bookmark: _Toc429501256]D.1	Building penetration loss
The building penetration loss is a component of the overall path loss model for cellular devices in conditions of deep penetration loss and is in addition to the outdoor pathloss model (see simulation assumption#8 in Table D.1). 
Path loss indoor = outdoor path loss + Building Penetration Loss
The building penetration loss model for this study is based on the COST 231 Non Line of Sight (NLOS) model for building penetration loss which is adapted to reflect the attenuation characteristics of both old and modern construction materials and also with parameters chosen to reflect the expected environment in which cellular IoT devices will be placed. 
Building Penetration Loss = External wall penetration loss + max (Tor1, Tor3) – GFH
Tor1 = Wi*p, where Wi is the loss in internal walls and p is the number of penetrated internal walls.

Wi = 4-10 dB (uniformly distributed)

p =0, 1, 2 or 3 (with p =3 also accounting for devices in deep penetration loss e.g. basement)
Tor3 = alpha*d, where alpha is the penetration distance coefficient and d is the penetration distance.

Penetration distance coefficient (alpha) = 0.6 dB/m

d = uniformly distributed in the range 0-15m

GFH = n*Gn, where Gn is the floor height gain per floor, n is the floor number

n = 0,1,2,3 or 4 (uniform distribution)

Gn = 1.5 dB/floor 

External wall loss is modelled as uniformly distributed either in range 4-11 dB, 11-19 dB or 19-23 dB.

The two scenarios to be simulated for the evaluation in this study are summarized in Table D.2 (scenario#1) and Table D.3 (scenario#2)

Table D.2: Definition of scenario#1 for building penetration loss
	Distribution of external wall penetration loss

	External wall penetration loss
	4-11 dB
	11-19 dB
	19-23 dB

	Percentage of devices uniformly distributed in range
	25%
	65%
	10%

	Assumptions related to additional penetration loss due to internal walls

	Percentage of devices mapped to case p=3 ( with remaining devices equally distributed among cases p=0,1,2)
	15%

	Assumption for dependency of penetration loss of internal walls of a building. 
	Independent i.e. a different value of Wi is randomly generated for each internal wall. 




Table D.3: Definition of scenarios#2 for building penetration loss
	Distribution of external wall penetration loss

	External wall penetration loss
	4-11 dB
	11-19 dB
	19-23 dB

	Percentage of devices uniformly distributed in range
	25%
	50%
	25%

	Assumptions related to additional penetration loss due to internal walls

	Percentage of devices mapped to case p=3 ( with remaining devices equally distributed among cases p=0,1,2)
	20%

	Assumption for dependency of penetration loss of internal walls of a building. 
	Dependent i.e. one value of Wi is randomly generated and applies to all internal walls.
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