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Proposal
It is proposed that the following revision marked changes to TR 45.820 are revised and agreed.

************ start of first changes *************
8.1
Overall architecture

8.1.1
Overall architecture requirements

Independent of the choice of radio access solution, the cellular system for supporting ultra low complexity and low throughput Internet of Things (Cellular IoT), should:

a)
re-use existing Core Network (CN) features for reducing UE energy consumption e.g. Rel-12 Power Save Mode (PSM) and Rel-10 long periodic RAU/TAU timers. 

b)
support network sharing (both Full-MOCN and GWCN)

c)
support a mechanism to control MTC device access on a per PLMN basis e.g. equivalent to the existing PLMN specific access class barring mechanism.

d)
support Short Message Service (SMS)

e)
support IP header compression for IP-based services

f)
support mobility (in both Ready/Connected and Standby/Idle states) based on MS autonomous cell selection/reselection. Network controlled mobility with MS measurement reporting is not required.

g)
be capable of supporting a broadcast mechanism in the future, e.g. support for MBMS, PWS and CBS. There is no requirement to support broadcast in the initial release. Support for low latency warnings such as ETWS is not required.

h) 
if based on a Gb architecture, be able to support future introduction of O&M procedures equivalent to the "S1 Setup" procedure. There is no requirement to support this in the initial release. 
Editor's Note: further work is needed on:

a) The evaluation of the energy consumption efficiency of both Gb and S1 based architecture options.

b)
Whether support for MME/SGSN level Attach without PDN connection activation is needed.

8.1.2
Security requirements

A security framework should be defined for the Cellular IoT system to support security features like mutual authentication, integrity protection and ciphering. It is anticipated that this work will be led by 3GPP SA WG3.
8.1.3
 Architecture requirements related to new Radio Access solutions.

It is agreed that:

a)
an Iu interface based architecture will not be used.

b)
it is desirable that both a "flat-RAN" based architecture and a "BSC" based architecture are supported. The feasibility of this needs to be verified.

8.1.4
Architecture requirements related to GERAN Evolution solutions
It is agreed that:

a)
the Gb interface should be used for the GERAN evolution option. 
8.1.5 
Core network enhancements for paging devices in extended coverage

Independent of the choice of radio access solutions for ultra low complexity and low throughput Internet of Things (Cellular IoT) there is a need for core network assistance for transmission of paging as well as storage of coverage situation in the CN. The following common working assumptions apply: 
WA 1: The MS shall determine if currently estimated coverage class is different from last reported Coverage Class.  

WA 2: The MS should report changes of its coverage class to the CN. The trigger of the reporting, to avoid frequent signaling, is FFS.

WA 3:  At least the estimated coverage class for downlink will be indicated to the RAN when attempting system access.

WA4: The changes of estimated coverage class for downlink may be indicated to the RAN during data transmission.

WA 5: The RAN will include the coverage class information in the uplink data PDU sent to the CN. 

WA 6: Upon reception of the device specific coverage class information the CN stores it for use in subsequent paging for delivery of downlink data to that device.

WA 7: In order for RAN to send a page with the appropriate coverage enhancements the CN needs to convey the latest known coverage class information in the downlink paging PDU.

8.1.6 
Indicative Capacity and Latency requirements for the CIoT Core Network with large number of devices
This section is equally applicable to solutions based on New Radio Accesses and those based on an Evolution of GSM.
Using as an example:

- an illustrative relatively large European network of 17500 base station sites;
- each containing 3 CIoT cells; 
- the 52547 devices/cell density of devices from Annex E.1 extended as a uniform density  in all cells; and 
- a data throughput of 50 bytes per device every 2 hours, 

results in a mean Core Network user plane throughput of slightly greater than 150 Mbit/s for the complete network. 

This can be contrasted with the peak data rate of a single LTE Cat 4 device (LTE Rel 8) of 150 Mbit/s or a single LTE Cat 6 device (2 downlink carrier aggregation) of 300 Mbit/s.
Observation 8.1.6-1
The user plane data rate requirements of CIoT on the core network are very low compared to that of an LTE Core Network.
This illustrative network would have a large number of devices, i.e.17500*3*52547 which is > 2.5 billion devices. Each device transmits once every 2 hours (= 7 200 seconds) giving an average rate of about 400 000 independent transmissions per second. In an S1 based architecture this would be e.g. similar to a network of 70 million LTE devices continually establishing and releasing an RRC connection once every 3 minutes.
An alternative, less active, network model would be 40 devices per household; 2 people per household; 60 million population per country giving 1.2 billion devices/country. With only one transmission per device per day this gives a rate of around 14 000 transactions/second (c.f. 2.5 million LTE devices connecting and releasing every 3 minutes.)
Observation 8.1.6-2
Control plane efficiency is important for the CIoT Core Network.

The CIoT RAN has a minimum data rate of 160 bps. Hence a data packet or signalling message of 80 bytes could take 4 seconds to be transferred across the radio interface. The timers and protocols (e.g. in TS 24.301 clause 10, or TS 24.008, clause 11) on both the device and network need to take these radio latencies into account. Given such extreme radio interface latencies, the addition of a few tens of ms of delay within the core network can be tolerated: e.g. the CIoT core network is an ideal candidate for ‘virtualisation’ on hardware platform(s) that are located a long way from the CIoT RAN. Conversely the (good) desire to provide low(er) latency services on high-end LTE devices mean that the LTE Core Network ought to be positioned to take the “speed of light” delay in the transmission path from eNB to S/PGW into account.
Observation 8.1.6-3 There is no latency related reason to locate the CIoT Core Network physically close to the CIoT RAN. Given these latencies, a ‘virtualised’ implementation may be suitable for the CIoT Core Network. 
Working Assumption 8.1.6-4 Given the low data rates on the CIoT radio interface, the NAS timers in the selected Core Network are anticipated to need modification. 

From section 5.7 of TS 23.401 and Section 13 of TS 23.060, it can be estimated that the per-UE context that needs to be stored in an MME/SGSN/SGW/PGW/GGSN for a CIoT type of device (e.g. using only one bearer/PDP context) is less than one kilobyte. Hence for a network with 2 billion devices, 2 Terabyte of storage is needed. Internet searches indicate that this appears to be within the capabilities of current consumer grade solid state drives.
Observation 8.1.6-5 Storage of context information for large numbers of devices should not be a problem on a newly implemented CIoT Core Network.
8.1.7 
Initial rollout of CIoT with existing Core Network for small number of devices

Section 8.1.6 indicates that, for a mature CIoT network, there could be good reasons to use a separate Core Network for CIoT devices to that used for LTE (and 3G and possibly 2G) devices.

Despite this operators might be interested in launching a CIoT network by reusing the installed base of the operators’ Packet Core Network. There may also be other, e.g. O&M related, reasons why an operator wishes to reuse existing vendors’ equipment. 
The results of the web searches conducted in May 2015 show that many core network vendors are currently marketing hardware platforms that could support a combined MME and SGSN.

Noting that “Gb over IP” was a 3GPP Release 4 feature, it would appear that adding Gb interface capability to most “MMEs” appears to be a software (licencing) issue, not a hardware rollout/maintenance issue.

8.2
Architecture evaluation criteria

8.2.1
Transmission efficiency


The choice of an architecture option inherently impacts the amount of signalling the MTC device has to perform before sending or receiving user plane data and the header overhead associated with each user plane packet. The amount of signalling and overhead imposed by an architecture option has an impact on the system capacity and energy consumption of the device. It is thus important to analyse the transmission efficiency of each architecture option. For the purpose of the architecture evaluation, the transmission efficiency is defined as the ratio of the application data size to the total amount of data (application data, signalling data and associated header overheads for the transmission of the signalling and data).

E_transmission=D_application/ (D_application+H_CN + H_access + S_radio + H_signalling)

Where D_application is the amount of application layer data to transmit,

H_CN is the overhead from protocols below the application layer and above equivalent of SNDCP layer (See Annex E for an example protocol stack),

H_access is the header overhead for user plane data due to radio access network (which is dependent on the architecture and radio access technology),

S_radio is the amount of signalling information exchanged before transfer of the user plane data and

H_signalling is the header overhead for signaling information.

NOTE: 
The evaluation of transmission efficiency of an architecture option should be done using the MAR periodic traffic model only (See Annex E).

8.3
Option A: Gb based architecture

e.g. evaluation of signalling overhead, security implications, user plane handling etc. 
8.4
Option B: S1 based architecture

e.g. evaluation of signalling overhead, security implications, user plane handling etc. 
8.5 Conclusions on architecture options evaluation

TBD
******************** start of second changes ***********
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