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[bookmark: _Ref409106980]Introduction
At GERAN#62 a new feasibility study named Cellular System Support for Ultra Low Complexity and Low Throughput Internet of Things (WI code: FS_IoT_LC)  was approved, see  [1].
The study is open to both a non-legacy based design, and/or a backward compatible evolution of GSM/EDGE.
This contribution is an update of [5], where an alternative cell search procedure was proposed for Narrowband M2M. In this contribution, we provide detailed comparisons of the synchronization performance between the proposals in [2], [3] and that in [5].
Background
Essential functions of a cell search procedure are to detect a suitable cell to camp on, and for that cell, obtain the symbol, and frame timing and synchronize to the carrier frequency. When synchronizing to the carrier frequency, the mobile station needs to correct any erroneous frequency offsets that are present, and perform symbol timing alignment with the frame structure from the base station. In addition, in the presence of multiple cells, the mobile station also needs to distinguish a particular cell on the basis of a cell ID, and obtain the corresponding frame number to perform frame synchronization. Thus, a typical cell search procedure consists of determining the timing alignment, correcting the frequency offset, and obtaining both the correct cell ID as well as the frame ID.
Design of different sequences required for cell synchronization was proposed in [2], [3] and [5], and are shown in Figure 1. 
[image: ]
[bookmark: _Ref413061587][bookmark: _Ref413061580]Figure 1 : Earlier proposed frame structure (top), and new frame structure (bottom) for PBSCH.
Simulations
Simulation assumptions
The simulation assumptions are taken from [4] and tabulated in Table 1. Three different scenarios are investigated, corresponding to the presence of 0, 1 or 2 interferers. The results are provided for these scenarios at three different MCLs of 164, 154 and 144 dB.

[bookmark: _Ref412221147]Table 1. Simulation Parameters
	Parameter
	Value

	Carrier Frequency
	900 MHz

	Channel Model
	TU 1 Hz [4]

	Symbol Rate
	12 k symbols/s

	SNR
	-3.6 dB, 6.4 dB and 16.4 dB1

	Timing offset
	Randomly generated as one of the values {0,1,2,….,959} symbols

	Oversampling  factor
	16

	Antenna Configuration
	1 Tx, 1 Rx [4]

	Frequency Offset
	Randomly generated as one of the values      {-18 kHz, 18 kHz} 

	Pulse Shaping
	Root raised cosine with roll off 0.22

	NOTE1: -3.6 dB corresponds to an MCL of 164 dB.



[bookmark: _Ref419849271]Initial Cell Search: Timing and Frequency Offset Estimation
The results are generated by averaging over 10000 different iterations. Sampling time drift in accordance with the frequency offset is assumed. An incremental detection algorithm is used by comparing the correlation peak obtained in the current frame with the average of the correlation values at the non-peak locations. The maximum number of frames used for detection is set to 50. A successful detection corresponds to the case where the correlation peak exceeds the average correlation by a certain threshold. 
We observe that the performance of synchronization is worst in the presence of no interferers in the system, and is best when equally strong signals from 3 BSs are simultaneously present. The reason is because in the presence of three cells, the mobile station has an improved chance of getting a good signal from one of the three transmitting cells as opposed to only one cell, resulting in a faster synchronization. Unless otherwise specified, the solid lines in all the figures correspond to the solution in [2], [3], and the dashed lines to the solution in [5]. The detection probabilities for the different solutions are provided in Table 2 for the worst case scenario (single cell setting in the absence of interferers).
[bookmark: _Ref413058550]Table 2 : Comparison of the detection probability for both solutions for initial cell search
	MCL
	Detection Probability for solution from 
[2], [3]
	Detection Probability for solution from [5]

	164 dB
	98.4 %
	99.8 %

	154 dB
	100 %
	100 %

	144 dB
	100 %
	100 %



The CDF of the synchronization times for timing offset estimation are provided in Figure 2, Figure 3 and Figure 4 for MCL of 164 dB, 154 dB and 144 dB, respectively. 
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[bookmark: _Ref419713117]Figure 2 : CDF of the time required for signal detection at 164 dB MCL. Solution from [2], [3] (dashed), Solution from [5] (solid).
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[bookmark: _Ref419713120]Figure 3: CDF of the time required for signal detection at 154 dB MCL. Solution from [2], [3] (dashed), Solution from [5] (solid).
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[bookmark: _Ref419713121]Figure 4: CDF of the time required for signal detection at 144 dB MCL. Solution from [2], [3] (dashed), Solution from [5] (solid).
The timing offset is estimated at the time the signal is detected and requires accumulation of the correlation over multiple frames. The corresponding frame at which the signal is detected is also used for frequency offset estimation. Therefore, signal detection results in both timing and frequency offset estimation. 
The CDFs of the residual timing error are provided in Figure 5, Figure 6 and Figure 7 for the three different MCL values, while those for frequency offset estimation error are provided in Figure 8, Figure 9 and Figure 10. 
In these comparisons, the realizations for which there was no detection are excluded. For these excluded realizations, the signal was not detected even after 50 frames (see Table 2 for the percentage of detection for both solutions). While the frequency offset estimation error is within +/- 45 Hz for 99 % of the cases for both solutions, the timing error performance is degraded considerably due to the presence of sampling time drift. The effect is more prominent at MCL of 164 dB. 
In summary, we observe from the figures that the solution in [5] outperforms the solution in [2], [3] by requiring less time for signal detection as well as time and frequency synchronization during the initial cell search procedure. A comparison of the two solutions in terms of the percentage reduction in total synchronization time is provided in Section 3.6.  
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[bookmark: _Ref419713163]Figure 5: CDF of the timing error after signal detection at 164 dB MCL. Solution from [2], [3] (dashed), Solution from [5] (solid).
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[bookmark: _Ref419713164]Figure 6: CDF of the timing error after signal detection at 154 dB MCL. Solution from [2], [3] (dashed), Solution from [5] (solid).
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[bookmark: _Ref419713165]Figure 7: CDF of the timing error after signal detection at 144 dB MCL. Solution from [2], [3] (dashed), Solution from [5] (solid).
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[bookmark: _Ref419713210]Figure 8: CDF of the frequency offset error after signal detection at 164 dB MCL. Solution from [2], [3] (dashed), Solution from [5] (solid).
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[bookmark: _Ref419713211]Figure 9: CDF of the frequency offset error after signal detection at 154 dB MCL. Solution from [2], [3] (dashed), Solution from [5] (solid).
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[bookmark: _Ref419713213]Figure 10: CDF of the frequency offset error after signal detection at 144 dB MCL. Solution from [2], [3] (dashed), Solution from [5] (solid).

Initial Cell Search: Frame Number Detection
In this section, a fine timing estimation procedure during the frame number detection process is presented, which improve its performance considerably compared to previous results shown in Section 3.2.
The frame number detection is performed after the frame timing and frequency offsets are known and compensated for. In addition, a fine estimate of the symbol timing is obtained by performing a search over a range of +/- 2 symbols (from the timing estimate obtained in the previous step). The CDFs of the timing error after this 1 frame estimation are provided in Figure 11, Figure 12 and Figure 13 for the three different MCLs. The plots indicate that the timing estimate is within 1/8 of a symbol for most of the realizations. The corresponding CDFs of the synchronization time for frame number detection are provided in Figure 14, Figure 15 and Figure 16.
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[bookmark: _Ref419713272]Figure 11: CDF of the fine timing error at 164 dB MCL. Solution from [2], [3] (dashed), Solution from [5] (solid).
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[bookmark: _Ref419713273]Figure 12: CDF of the fine timing error at 154 dB MCL. Solution from [2], [3] (dashed), Solution from [5] (solid).
[image: ]
[bookmark: _Ref419713276]Figure 13: CDF of the fine timing error at 144 dB MCL. Solution from [2], [3] (dashed), Solution from [5] (solid).
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[bookmark: _Ref419713308]Figure 14: CDF of the time required for frame number detection at 164 dB MCL. Solution from [2], [3] (dashed), Solution from [5] (solid).
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[bookmark: _Ref419713310]Figure 15: CDF of the time required for frame number detection at 154 dB MCL. Solution from [2], [3] (dashed), Solution from [5] (solid).
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[bookmark: _Ref419713311]Figure 16: CDF of the time required for frame number detection at 144 dB MCL. Solution from [2], [3] (dashed), Solution from [5] (solid).
Non-Initial Cell Search : Timing and Frequency Offset Estimation
When the mobile station has already synchronized to a particular cell but loses the time and frequency synchronization after waking up from sleep, a cell reconfirmation procedure is required. In such a situation, the mobile station does not need to start the initial cell search procedure, but only needs to reconfirm the frame timing and frequency offset of the serving cell. This is known as non-initial cell search. During non-initial cell search, the frequency offset is restricted to within +/- 2 ppm as opposed to +/- 20 ppm for initial cell search. Because the frequency offset is small, sampling time drift leads to negligible performance degradation. Similar to the initial cell search, an incremental detection algorithm is used and the maximum number of frames used for detection is set to 50. The detection probabilities for the different solutions are provided in Table 3 for the worst case scenario, which corresponds to the presence of two interferers in the system.
[bookmark: _Ref419719159]Table 3 : Comparison of the detection probability for both solutions for non-initial cell search.
	MCL
	Detection Probability for solution from 
[2], [3]
	Detection Probability for solution from [5]

	164 dB
	99.1 %
	99.9 %

	154 dB
	99.5 %
	99.9 %

	144 dB
	99.5 %
	100.0 %



The CDF of the synchronization times for timing offset estimation are provided in Figure 17, Figure 18 and Figure 19  for MCL of 164 dB, 154 dB and 144 dB, respectively. 
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[bookmark: _Ref419719212]Figure 17: CDF of the time required for signal detection at 164 dB MCL. Solution from [2], [3] (dashed), Solution from [5] (solid).
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[bookmark: _Ref419719214]Figure 18: CDF of the time required for signal detection at 154 dB MCL Solution from [2], [3] (dashed), Solution from [5] (solid).
[image: ]
[bookmark: _Ref419719215]Figure 19: CDF of the time required for signal detection at 144 dB MCL Solution from [2], [3] (dashed), Solution from [5] (solid).
The corresponding CDFs of the residual timing error and frequency offset estimation error are provided in Figure 20-Figure 25 for the three different MCL values. In these comparisons, the realizations for which there was no detection are excluded. Both the frequency offset estimation error as well as the timing estimation error is within 45 Hz and 1/8th of a symbol for most of the realizations.
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[bookmark: _Ref419719254]Figure 20: CDF of the timing error after signal detection at 164 dB MCL Solution from [2], [3] (dashed), Solution from [5] (solid).
[image: ]
Figure 21: CDF of the timing error after signal detection at 154 dB MCL Solution from [2], [3] (dashed), Solution from [5] (solid).
[image: ]
Figure 22: CDF of the timing error after signal detection at 144 dB MCL Solution from [2], [3] (dashed), Solution from [5] (solid).
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Figure 23: CDF of the frequency offset error after signal detection at 164 dB MCL Solution from [2], [3] (dashed), Solution from [5] (solid).
[image: ]
Figure 24: CDF of the frequency offset error after signal detection at 154 dB MCL Solution from [2], [3] (dashed), Solution from [5] (solid).
[image: ]
[bookmark: _Ref419719259]Figure 25: CDF of the frequency offset error after signal detection at 144 dB MCL Solution from [2], [3] (dashed), Solution from [5] (solid).

Non-Initial Cell Search: Frame Number Detection
The CDFs of the synchronization time for frame number detection are provided in Figure 26, Figure 27 and Figure 28 for the three different MCLs of 164 dB, 154 dB and 144 dB, respectively.
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[bookmark: _Ref419719349]Figure 26: CDF of the time required for frame number detection at 164 dB MCL
[image: ]
[bookmark: _Ref419719350]Figure 27: CDF of the time required for frame number detection at 154 dB MCL
[image: ]
[bookmark: _Ref419719351]Figure 28: CDF of the time required for frame number detection at 164 dB MCL

[bookmark: _Ref419818870]Total Synchronization Time
A comparison of the total synchronization time for initial cell search for a desired percentage of the mobile stations is provided in Table 4, Table 5 and Table 6 for MCL of 164 dB, 154 dB and 144 dB, respectively. The synchronization time is given in the number of frames. The three columns corresponding to a particular solution and labelled 0, 1 and 2 indicate the three scenarios, i.e., the presence of 0, 1 or 2 interferers in the system. We observe that compared with the method in [2] and [3], the solution provided in [5] enables faster synchronization at 164 dB MCL and offers a reduction of up to 25-45 % in the total synchronization time. 
[bookmark: _Ref419713384]Table 4: Comparison of network synchronization time for the two solutions in [2], [3] and [5] at 164 dB MCL for initial cell search
	Synchronization Time
	Solution from 
[2], [3]
	Solution from [5]
	% Reduction

	
	0
	1
	2
	0
	1
	2
	0
	1
	2

	50 %
	6
	4
	3
	4
	3
	2
	33
	25
	33

	90 %
	21
	11
	8
	13
	6
	5
	38
	45
	37

	99 %
	45
	25
	17
	32
	14
	10
	28
	44
	41



[bookmark: _Ref413060311]Table 5: Comparison of network synchronization time for the two solutions in [2], [3] and [5] at 154 dB MCL for initial cell search
	Synchronization Time
	Solution from 
[2], [3]
	Solution from [5]
	% Reduction

	
	0
	1
	2
	0
	1
	2
	0
	1
	2

	50 %
	2
	2
	2
	2
	2
	2
	0
	0
	0

	90 %
	3
	2
	2
	3
	2
	2
	0
	0
	0

	99 %
	7
	4
	3
	6
	3
	3
	14
	25
	0



[bookmark: _Ref413060216]Table 6: Comparison of network synchronization time for the two solutions in [2], [3] and [5] at 144 dB MCL for initial cell search
	Synchronization Time
	Solution from 
[2], [3]
	Solution from [5]
	% Reduction

	
	0
	1
	2
	0
	1
	2
	0
	1
	2

	50 %
	2
	2
	2
	2
	2
	2
	0
	0
	0

	90 %
	2
	2
	2
	2
	2
	2
	0
	0
	0

	99 %
	3
	3
	3
	3
	3
	3
	0
	0
	0


The corresponding values for non-initial cell search are provided in Table 7, Table 8 and Table 9. Similar reductions in synchronization times are observed for the solution in [5]. This reflects the network synchronization time agreed in the study that “Network synchronization is defined as the equivalent of acquisition of FCCH+SCH for GSM.”
[bookmark: _Ref419713414]Table 7: Comparison of network synchronization time for the two solutions in [2], [3] and [5] at 164 dB MCL for non-initial cell search
	Synchronization Time
	Solution from 
[2], [3]
	Solution from [5]
	% Reduction

	
	0
	1
	2
	0
	1
	2
	0
	1
	2

	50 %
	2
	3
	3
	2
	2
	3
	0
	33
	0

	90 %
	7
	9
	12
	6
	8
	9
	14
	11
	25

	99 %
	17
	29
	34
	13
	18
	22
	23
	37
	35



[bookmark: _Ref419713415]Table 8:  Comparison of network synchronization time for the two solutions in [2], [3] and [5] at 154 dB MCL for non-initial cell search
	Synchronization Time
	Solution from 
[2], [3]
	Solution from [5]
	% Reduction

	
	0
	1
	2
	0
	1
	2
	0
	1
	2

	50 %
	2
	2
	2
	2
	2
	2
	0
	0
	0

	90 %
	2
	5
	7
	2
	4
	5
	0
	20
	28

	99 %
	4
	22
	32
	4
	11
	16
	0
	50
	50



[bookmark: _Ref419713416]Table 9: Comparison of network synchronization time for the two solutions in [2], [3] and [5] at 144 dB MCL for non-initial cell search
	Synchronization Time
	Solution from 
[2], [3]
	Solution from [5]
	% Reduction

	
	0
	1
	2
	0
	1
	2
	0
	1
	2

	50 %
	2
	2
	2
	2
	2
	2
	0
	0
	0

	90 %
	2
	4
	7
	2
	3
	5
	0
	25
	28

	99 %
	3
	21
	31
	3
	10
	15
	0
	52
	51



Conclusions
The paper compares the synchronization performance of NB M2M systems for the proposed sequence design in [2], [3] and [5]. Compared to the design in [2], [3], the design in [5] results in faster synchronization time in addition to other advantages outlined in [5].
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