3GPP TSG GERAN #64                                      


   







   


























 GP-140981
San Francisco, USA                               






17 - 21 November 2014

Source: VODAFONE Group Plc.(Rapporteur)
Agenda: 7.1.5.3.5
3GPP TSG GERAN#64

 













Tdoc GP-140981

Summary of offline discussions on Simulation assumptions for CIoT
1. Introduction

This contribution summarises the outcome of the offline session on simulation assumptions for Cellular IoT (FS_IoT_LC) held on Monday 17/11.
GERAN WG1 and WG2 are respectfully requested to approve the tentative agreements and capture the agreed assumptions in the TR.
2. Summary of discussions
2.1 Building penetration loss (BPL)

BPL will be based on the following approach:

Path loss indoor = outdoor path loss (as per TR) + Building penetration loss (FFS)

Here the lognormal shadowing effect is part of the outdoor path loss and building penetration loss is modelling the additional loss caused by signals having to penetrate the building and internal walls.
Doppler assumption for link and system level simulation

WA: 1 Hz Doppler will model a non-stationary surrounding environment, but not a mobile device. For system level simulations we assume the MS is stationary


Details of Building penetration loss model:
Building penetration loss is according to the COST 231 NLOS model defined as:

BPL = We + Wge + max(Tor1, Tor3) – GFH
Tor1 = Wi*p, where Wi is the loss in internal walls (4-10 dB) and p is the number of penetrated internal walls.

Wi = 4-10 dB (no insulation internal walls)
p =0, 1, 2 or 3 (with p =3 also accounting for devices in deep penetration loss e.g. basement)
Tor3 = alpha*d, where alpha is the penetration distance coefficient and d is the penetration distance.

Penetration distance = 0.6 dB/m
D = [0-15m] uniformly distributed
GFH = n*Gn, where Gn is the floor height gain per floor, n is the floor number

n = 0,1,2,3 or 4 (uniform distribution)
Gn = 1.5 dB/floor 
WA: Two scenarios will be simulated. All evaluations should provide results for both scenarios.

Scenario 1 is based on the following assumptions:

	
	We+Wge [4-11dB]
	We+Wge [11-19dB]
	We+Wge [19-23dB]
	Percentage of devices in deep penetration loss e.g. behind 3 walls or in basement etc.
	Dependent/independent internal wall loss assumption1

	Percentage of devices
	25
	65
	10
	15%
	independent


Note 1: The following are definitions for independent/dependent internal wall loss

Dependent: All internal walls have same penetration loss i.e. we generate one internal wall loss and apply the same value to all internal walls 

Independent: The penetration loss for each internal wall is independent i.e. we generate a different internal wall loss for each internal wall
Scenario 2 is based on more aggressive assumptions:
- Dependent internal wall loss.

-Other aspects FFS
	
	We+Wge [4-11dB]
	We+Wge [11-19dB]
	We+Wge [19-23dB]
	Percentage of devices in deep penetration loss e.g. behind 3 walls or in basement etc.
	Dependent/independent internal wall loss assumption

	Percentage of devices
	
	
	
	
	dependent


2.2 Frequency Offset Assumption

WA1: Frequency offset model is made up of two components:

1) A component that is candidate technology specific and relates to the MS estimation of its frequency error relative to the downlink transmissions from the base station for compensation of  the frequency of the uplink transmissions.

2) Common assumptions for components based on the frequency drift of the local MS frequency reference which can be influenced by, for example, low frequency phase noise and temperature stability.

[Agreed]

Model to determine frequency drift related to MS local frequency reference (temperature compensated)

Proposal 1  (Neul)

F_offset(t) = F_est_error + (F_drift_inactive *T_inactive)  + (F_drift_active * t)

where:

· F_est_error (Hz) is the candidate technology specific estimation error of the downlink frequency error, which should be declared for each candidate technology

· F_drift_inactive (Hz/sec) represents the frequency drift rate during the interval between the end of the last downlink reception used for frequency error estimation and the start of the uplink transmission

· T_inactive (sec) is the time interval between the end of the last downlink reception used for frequency error estimation and the start of the uplink transmission

· F_drift_active (Hz/sec) is the frequency drift rate during the uplink transmission

[Agreed]

Proposal 2 (Neul)
During periods when the MS transmitter is active, we propose a frequency drift rate, F_drift_active, of 0.025 ppm/sec

[Agreed]

Proposal 2.1 (Neul)
The polarity (sign) of the drift rate should be selected randomly for each simulated uplink packet (so where a packet is composed of many repetitions, the polarity should be the same for each repetition).

[Agreed]

Proposal 3 (Neul)
During periods when the MS transmitter is inactive, we propose a frequency drift rate, F_drift_inactive, of 0.010 ppm/sec

[Agreed]

Proposal 3.1 (Neul)
The polarity (sign) of the drift rate should be selected randomly for each simulated uplink packet.

[Agreed]

Proposal 3.2 (Neul)
Refinement to the basic model which takes into account the candidate Cellular IoT radio interface technology proposal is  allowed but the changes must be declared.

[Agreed]

2.3 Traffic Model 
WA1: Four different Application Traffic models are defined:

1) Mobile Autonomous Reporting (Exception reports) 

2) Mobile Autonomous Reporting (Periodic reporting) 

3) Network Triggered Reporting (Command/response)

4) Software update/reconfiguration model

[Agreed]

WA1.1:  Need for DL ACK

MAR (exception): 100%

MAR(periodic): 50% with ACK

NTR (command/response): 50% with ACK

WA1.2: Need for UL ACK

Software update/reconfiguration: FFS

Mobile Autonomous Reporting (Exception Reporting) [MAR exception]

WA2:  Application payload size for MAR exception is 20 bytes (application payload)

[Agreed]

WA3: Traffic inter-arrival time = exponentially distributed with mean = 1month, 1 year. 

[Agreed]

Mobile Autonomous Reporting (MAR Periodic reporting)

WA4:  Application payload size for MAR periodic:

Pareto distribution with shape parameter alpha = 2.5 and Xm = 20 bytes with a cut off of 200 bytes (application payload)

[Agreed]

Periodic inter-arrival time

WA5: Split of periodicity for MAR periodic is :  1 day (40%), 2 hr (40%), 1hr(15%), 30 mins (5%) 
[Agreed]

Network Triggered Reporting (NTR)

WA6: Size of DL command = 20 bytes application payload

[Agreed]

WA7: distribution of application payload same as WA4 for MAR periodic

[Agreed]

WA8: Periodic inter-arrival time distribution is same as for MAR periodic (WA5)

[Agreed]

DL ACK size for UL reporting

WA8: DL ACK size for MAR exception, MAR periodic and NTR is 20 bytes application payload 

[Agreed]

Software updates/reconfiguration

Proposal:

WA9: Minimum application payload size = 200bytes (TBC)

FFS

WA10: Maximum application payload size = 2000 bytes (TBC)

FFS
WA11: Distribution is Pareto distribution with shape parameter alpha = FFS and Xm = 200 bytes with a cut off of 2000 bytes (TBC)

FFS

WA12:  each DL transmission has one UL ACK with 20 bytes payload (application level) following complete DL transmission but there may be several radio layer UL ACKs due to segmentation at MAC layer 

FFS

Header Overhead above equivalent of SNDCP layer

WA13: Protocol stack above equivalent of SNDCP layer is COAP/DTLS/UDP/IP

[Agreed]

COAP header size is 4 bytes

WA15: DTLS: 13 Bytes

[Agreed]

WA16: UDP: 8 bytes

[Agreed]

WA17: IP: 40 bytes is used in system level simulations

Total = 65 bytes
3. Summary

This document captures the outcome of the offline session on simulation assumptions for Cellular IoT. GERAN WG1 and WG2 are respectfully requested to approve the tentative agreements and capture the agreed assumptions in the TR.
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