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Traffic models for the Cellular IoT study 
1 Introduction

The number of IoT devices is expected to increase dramatically over the years to come. In the work of designing a cellular IoT system that will be able to handle the traffic load from a massive number of devices, it is important to have a realistic traffic model that reflects the expected IoT traffic scenarios and thereby allow for evaluation and comparisons of different system designs. At the same time the traffic model should be easy to use and easy to understand. 

This document proposes a traffic model that can be adopted for protocol and system level simulations in the cellular IoT study.

This document is based on the DP on Traffic models for the Cellular IoT study submitted to Telco #4.
2 Traffic models
It is defined in [1] that the requirements for the IoT devices should be small in size, of low cost and consume low energy. They should also be able to support extended coverage compared to current GPRS devices. 
The applications in focus are sensors, meters and actuators that require low bitrates and typically only need to transmit payload in the order of tens of bytes and, for the case of network triggered reporting, receive application level triggering information in the order of a few bytes. These devices could though be very different in respect to reporting interval, reachability, latency requirements and even in payload transmission size resulting in very different traffic patterns and load aspects in a cellular IoT system. 
The aim of the traffic models is to get a common view of the load generated from the different traffic scenarios considered for the IoT system. The resulting arrival rate shall then be realized in simulations as a Poisson distribution with the agreed arrivals per second as a mean value. 
In [2], two different traffic models are proposed and it is suggested to reuse these but with traffic characteristics suitable to the Cellular IoT study, see [2]. The traffic models are Network Triggered Reporting, NTR, and Mobile Autonomous Reporting, MAR, traffic model.

The NTR traffic model will be used to evaluate system capacity for scenarios when the network triggers an IoT device to send a report. This model relates to the Command-response traffic model of [3]. 
The MAR traffic model will be used to evaluate system capacity for scenarios when the mobile autonomously triggers the sending of reports. This model relates to both Exception Report and Periodic Report of [3]. 
In [6] measurement of live traffic has been made and it has been concluded that MTC traffic has a larger ratio of uplink to downlink traffic volume compared to smartphones, i.e. the MTC traffic is uplink heavy with 80% transmitting more in the UL than receiving in the DL. Nevertheless 20% are receiving more DL data than transmitting in the UL. It is proposed to add a third traffic model related to DL traffic e.g. firmware/software upgrades but not limited to this as any type of application sending data in DL should be considered. An interesting aspect is also to investigate how an increase in DL data transmission affects the UL data capacity. 
Proposal 1: A DL traffic model should be defined. The model to be used is left FFS. (Agreed at CIoT Telco#5)
Given the applications considered so far in this study both NTR and MAR with periodic reporting can be viewed as loss friendly and therefore also assume the use of UDP/IP i.e. only a small percentage of MAR may consist of alarm type reports in which case TCP/IP can be used. The assumption is that only a small fraction of MAR will be based on exception events and therefore the modeling will be based on the use of UDP/IP. If the study identifies applications that fit within the scope of Cellular IoT that needs TCP oriented traffic, a traffic model covering this should be included.
Proposal 2: Both the MAR and NTR models make use of UDP/IP transmissions
2.1 Device distribution of a Cellular IoT system

In order to get a fair comparison between simulations of different IoT system solutions the load of the system must be agreed. Given the two main use cases, NTR and MAR, it needs to be decided how the IoT devices are distributed between these two. Since no literature has been found that indicates a distribution between these two models it is proposed to start with an 80 vs. 20 percent distribution for MAR and NTR respectively. Any input from other companies are welcomed. 
Proposal 3: A 80:20 ratio shall be assumed in the traffic model between Mobile Autonomous reporting and Network triggered events. (Agreed at CIoT Telco#5)
To avoid sub-optimized solutions with respect to fixed payload size and allow for more future proof solutions it is proposed to use a distributed payload size for all traffic models within the Cellular IoT study. In the GERAN EMDA study, see [5], a Pareto distribution for packet sizes and Exponential distribution for inter arrival times were used. It is proposed to use the Pareto Type 1 distribution but with attributes according to the IoT scope. In [7] and [8] several use cases and applications have been identified and their UL payload size is shown. It can be seen that most use cases have a payload size in the order of tens of bytes and it was further proposed by companies at FS_IoT_LC_Telco#5 that a distribution should fulfill that 50% of the packets are less than 50 Bytes. In Figure 1 the CDF and PDF are shown for a Pareto distribution compliant with the above mentioned proposals and observations
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Figure 1 Pareto distribution with Mean = 33.3B and std = 29.8B 
The Pareto Type I distribution is characterized by a scale parameter xm and a shape parameter α, which is known as the tail index. In Figure 1 the Pareto distribution with xm equal to 20 Bytes and α equal to 2.5 gives a mean of approximately 33 Bytes and standard deviation of approximately 30 Bytes. The value of α equal to 2.5 gives a desired heavy tail to limit the probability of large packet sizes. To restrict the distribution from large packet sizes a cutoff value should be used, this cutoff value is for FFS.
Proposal 4: It is proposed to use a Pareto distribution for the payload size for both the MAR and NTR model with xm equal to 20 Byte and α equal to 2.5 which result in a mean value of 33 Bytes.
To secure the system for future requirements placed by new unknown applications it is proposed to use several inter-arrival times to model different behaviors. In [6] recordings of live traffic for one week were studied. The distribution of inter-arrival times for the MTC traffic is presented and it is shown that 20% of  average MTC traffic has inter-arrival times of 1 hour or less, 80% has inter-arrival times of 12 hours or less, for detailed info see[6].  In [7] use cases for Low Throughput Networks, LTN, are studied along with some traffic characteristics. Several tables and figures are presented that estimates, among several things, the periodicities for different applications. Reporting intervals between several times per hour down to once a month/year can be seen but three main groups of intervals can be identified, applications reporting once per hour or more often, a few times per day, and once per day or less often. These fixed inter-arrival times should then be used to calculate a Poisson distributed arrival rate to be used.
Proposal 5: The distributions of inter-arrival times to be used for both MAR and NTR can be divided into three groups with 20% reporting every hour, 20% reporting once per day and 60% reporting 4 times per day.
2.2 Network Triggered Reporting traffic model
A device of this category is polled for a report by the network. The payload size of the trigger sent by the network is proposed to be of fixed size (i.e. 80 octets when viewed as a SN-PDU). The IoT device will send its report that should be of variable size to secure a Cellular IoT system design for future applications.

The attributes for the proposed traffic model can be found in Table 3.


Table 3: Network triggered traffic model
	Attribute
	Value
	Comment

	NTR frequency:
	Periodic distributed : 
20% once every day
20% once every hour
60% once every sixth hour
	The frequency at which triggers are sent to an IoT device. 

	Protocol Stack
	Both the trigger payload and triggered report make use of UDP/IP. 
	The NTR case is expected to be loss friendly and therefore UDP/IP is applicable 

	Downlink data size (application layer)
	20 bytes 
	Trigger payload is the application layer

	Uplink data size (application layer)
	Pareto Distribution with 
xm = 20

Mean = 33 Byte
	xm is the minimum possible value of the Pareto distributed parameter X and α is a positive parameter known as the tail index.

	Downlink SN-PDU Size
	20+60* = 80 bytes
	Includes application layer +UDP/IP headers. 
*Note: The size of the additional header contribution is pending agreement in the current discussion of 

	Uplink SN-PDU Size
	Pareto Distribution + 60 bytes*
	Includes application layer +UDP/IP headers. 


*Note: The size of the additional header contribution is pending agreement in the current e-mail discussion. 

2.3 Mobile Autonomous Reporting traffic model
This traffic model will be used to evaluate capacity for scenarios when the mobile autonomously trigger the sending of reports either by the periodic event of an expiring timer or by an exception event as an alarm etc. As stated above, the periodic reporting is assumed to be the main MAR mechanism in this traffic model and in a capacity/load point of view it is proposed to only use periodic reporting with exponentially distributed inter-arrival times. 
The attributes for the proposed traffic model can be found in Table 4.
Table 4: Autonomous reporting
	Attribute
	Value
	Comment

	MAR Data frequency:
	Periodic distributed : 
20% once every day
20% once every hour
60% once every sixth hour
	The periodicity of reporting events. 

	Protocol Stack
	Makes use of UDP/IP. 
	The MAR case is expected to be loss friendly and therefore UDP/IP is applicable (e.g. a maximum loss of Y% of all reports is acceptable)

	Uplink data size
	Pareto Distribution with
xm = 20
 2.5
Mean = 33 Bytes
	xm is the (necessarily positive) minimum possible value of X, i.e. payload size and α is a positive parameter as the tail index. 

	Uplink SN-PDU size
	Pareto Distribution + 60 bytes
	Includes application layer +UDP/IP overhead.


2.4  DL data transmission
It is very hard to predict all future applications that can be hosted in a cellular IoT system and it would be a limitation of this study not to allow for DL data transmissions. The use of software upgrades has been discussed already but a more general approach is suggested to cope with both broadcast services and M2M transmissions. In [6] it is shown that 20% of the MTC traffic is receiving more data than transmitting. A first attempt could be to let 10% of the devices in the cell to be reached with DL traffic. 
Table 5 DL data transmission attributes

	Attribute
	Value
	Comment

	Number of devices receiving DL data
	FFS
	The amount of IoT devices in a cell that receives DL data

	DL transmission frequency:
	FFS
	For a given UL load, the Cellular IoT system shall be able to handle DL traffic

	Downlink data size
	Pareto Distribution with 
xm = FFS
FFS
Mean = FFS
	xm is the minimum possible value of the Pareto distributed parameter X, i.e. payload size, and α is a positive parameter known as the tail index.


2.5 Deriving Poisson arrival rates

The work of defining a traffic model for cellular IoT will be used to compare and evaluate the behavior of a future system of IoT traffic. In order to have a tractable simulation time the agreements for the NTR, MAR and DL data transmission needs to be translated into Poisson arrival rates.  Table 6 illustrates how the NTR and MAR traffic models and proposed ratios are used to derive arrival rates on the RACH and PCH, respectively. The calculations are based on the assumption that devices are uniformly spread out over the day. Mechanisms and features to achieve this is FFS. As an example, using the agreed ratios one can calculate that in a cell there are for the MAR traffic model 8408 devices that send reports once per hour. This is equivalent to 24*8408 reports per day which, with 86 400 sec/day, in turn translates to 24*8408/(24*3600)= 2.3 accesses/sec. All of the contributions are then summarized resulting in a total arrival rate for the RACH corresponding to 4.49 accesses/sec and 0.89 arrivals/sec for the PCH. For the PCH load, it has been assumed that pages are accurate on cell level thus contributing only to the paging load in the cell under observation.  It is FFS if other assumptions for deriving the load on the paging channel should apply. 
	
	Number of device per cell= 52547

	
	Fraction (%)
	Number of devices
	Access load/sec
RACH
	Access load/sec
PCH

	MAR 
	80
	42038
	
	

	1 day
	20
	8408
	0.1
	

	6 hours
	60
	25223
	1.2
	

	1 hour
	20
	8408
	2.3
	

	
	
	
	3.6
	

	NTR
	20
	10509
	
	

	1 day
	20
	2102
	0.02
	0.02

	6 hours
	60
	6205
	0.29
	0.29

	1 hour
	20
	2102
	0.58
	0.58

	
	
	
	0.89
	0.89

	Total load
	
	
	4.49
	0.89


3 Conclusions
It is in the interest of all contributing to the design of a new cellular IoT system that the final solution will sustain the expected load and coverage requirements. It is therefore very important to have a traffic model that is realistic to the traffic expected in the future IoT system. In this paper a set of proposals have been made and are restated here for convenience.
Proposal 1: A DL traffic model should be defined. The model to be used is left FFS. (Agreed at CIoT Telco#5)
Proposal 2: Both the MAR and NTR models make use of UDP/IP transmissions.

Proposal 3: A 80:20 ratio shall be assumed in the traffic model between Mobile Autonomous reporting and Network triggered events. (Agreed at CIoT Telco#5)
Proposal 4: It is proposed to use a Pareto distribution for the payload size for both the MAR and NTR model with xm equal to 20 Byte and α equal to 3 which result in a mean value of 30 Bytes.
Proposal 5: The distributions of inter-arrival times to be used for both MAR and NTR can be divided into three groups with 20% reporting every hour, 20% reporting once per day and 60% reporting 4 times per day.
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