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1 Introduction

In [1] a carrier selection method called “divide and conquer” was proposed for DLMC. It has been shown that this method can achieve very high peak throughput performance (i.e. comparable with the optimum carrier selection method) with very low computational complexity. It was however commented in [2] that

1. It is not clear how the ‘Divide and conquer’ method is extended to non-contiguous reception.
2. It is not clear how to apply the ‘Divide’ part in a multi-MA (or more precisely, multi-UFPS, see [3] for the proposed definition for UFPS) scenario.

In [5] (an update of [1]) it was proposed to bundle MAIOs causing inconsistent ARFCN order across FNs to allow the method to work in multi-UFPS scenarios. However, this proposal adds to both implementation complexity and computational complexity of the original method, deviating from the purpose of the latter.
This document proposes an improved carrier selection method based on the same idea as in [1] (i.e. “divide and conquer”). It applies to multi-UFPS scenarios, supports non-contiguous reception, and can achieve high peak throughput performance with computational complexity even lower than the method proposed in [1].
This document is a minor update of [9]. Changes have been highlighted in red text.

2 The fast divide and conquer method
2.1 Concept description
Like in [1], the carrier selection method consists of two parts: the “divide” part and the “conquer” part. The difference with the one proposed in [1] is that

· The “divide” part is performed “on the fly”: every “conquer” operation divides the carriers being processed into two parts: those selected by the “conquer” operation, and all others.
· The “conquer” part does not require that the ARFCNs are in increasing order. Rather, it keeps track of the minimum and maximum ARFCNs along the way when testing the carriers starting from the anchor. Once a carrier being tested violates the carrier separation restriction, the current “conquer” operation stops and the carriers selected so far are removed from the carrier list (i.e. the latter is “divided” into two parts). The next “conquer” operation starts from where the previous one stops, until all carriers have been processed. The first emerging subset of carriers that has the largest size is then chosen as the finally selected subset of carriers.
2.2 A carrier selection example

Table 1 shows an example of carrier assignment involving two UFPSs and their corresponding ARFCN matrix for one radio block period. Carrier numbering in the first row follows the definition proposed in [4].

Table 1.  Example of ARFCNs for carriers in two UFPSs
	Carrier no. *
	0
	1
	2
	3
	4

	ARFCN(FN1)
	1
	10
	19
	37
	25

	ARFCN(FN2)
	46
	1
	10
	28
	25

	ARFCN(FN3)
	37
	46
	1
	19
	25

	ARFCN(FN4)
	1
	10
	19
	37
	25

	* Carriers 0, 1, 2 and 3 are in one UFPS. Carrier 4 is in another UFPS.


The carrier selection process starts by setting carrier 0 as the anchor. Suppose that the maximum carrier separation supported by the MS is 25 (in #ARFCNs), it can be seen in Table 2 that carrier 1 cannot be added to the current selected carrier subset due to the fact that 
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 for FN2. Hence the “conquer” operation stops for anchor 0. The assigned carriers are then divided into two parts: {0} and {1, 2, 3, 4}, the former becoming the currently selected carrier subset.

Table 2.  Setting carrier 0 as the anchor and testing whether carrier 1 can be selected
	
	Anchor
	Testing
	Min(ARFCN)
	Max(ARFCN)
	Delta(ARFCN)
	Carrier Separation Satisfied

	Carrier no.
	0
	1
	
	
	
	

	ARFCN(FN1)
	1
	10
	1
	10
	9
	Yes

	ARFCN(FN2)
	46
	1
	1
	46
	45
	No

	ARFCN(FN3)
	37
	46
	37
	46
	9
	Yes

	ARFCN(FN4)
	1
	10
	1
	10
	9
	Yes


Table 3 shows the carrier selection result when setting carrier 1 as the anchor. Similar to Table 2, the remaining carriers are divided into two parts: {1} and {2, 4, 3}. Since {1} contains no more carrier than {0}, the selected carrier subset is not changed.

Table 3.  Setting carrier 1 as the anchor and testing whether carrier 2 can be selected
	
	Anchor
	Testing
	Min(ARFCN)
	Max(ARFCN)
	Delta(ARFCN)
	Carrier Separation Satisfied

	Carrier no.
	1
	2
	
	
	
	

	ARFCN(FN1)
	10
	19
	10
	19
	9
	Yes

	ARFCN(FN2)
	1
	10
	1
	10
	9
	Yes

	ARFCN(FN3)
	46
	1
	1
	46
	45
	No

	ARFCN(FN4)
	10
	19
	10
	19
	9
	Yes


Table 4 and Table 5 shows the carrier selection results when setting carrier 2 as the anchor. It can be seen that both carrier 3 and carrier 4 can be selected in addition to the anchor. Since there are no more carriers to be processed, the carrier selection method stops, and the finally selected carrier subset is {2, 3, 4}.

Table 4.  Setting carrier 2 as the anchor and testing whether carrier 3 can be selected
	
	Anchor
	Testing
	Min(ARFCN)
	Max(ARFCN)
	Delta(ARFCN)
	Carrier Separation Satisfied

	Carrier no.
	2
	3
	
	
	
	

	ARFCN(FN1)
	19
	37
	19
	37
	18
	Yes

	ARFCN(FN2)
	10
	28
	10
	28
	18
	Yes

	ARFCN(FN3)
	1
	19
	1
	19
	18
	Yes

	ARFCN(FN4)
	19
	37
	19
	37
	18
	Yes


Table 5.  Setting carrier 2 as the anchor and testing whether carrier 4 can be selected
	
	Anchor
	Selected
	Testing
	Min(ARFCN)
	Max(ARFCN)
	Delta(ARFCN)
	Carrier Separation Satisfied

	Carrier no.
	2
	3
	4
	
	
	
	

	ARFCN(FN1)
	19
	37
	25
	19
	37
	18
	Yes

	ARFCN(FN2)
	10
	28
	25
	10
	28
	18
	Yes

	ARFCN(FN3)
	1
	19
	25
	1
	25
	24
	Yes

	ARFCN(FN4)
	19
	37
	25
	19
	37
	18
	Yes


2.3 Computational complexity

It can be seen that the method runs very fast: since each assigned carrier will be visited at most once, the computational complexity is just 
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, significantly better than that of the priority based method proposed in [7] (i.e. 
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). It should however be noted that the constant factor of the former is apparently larger than that of the latter, so their running time is not expected to be too different for sufficiently small n’s.
2.4 Support for non-contiguous reception

Support for non-contiguous reception is trivial: just select the first emerging carrier subset with the largest size and the first emerging carrier subset with the largest size when excluding the earlier selected carrier subset.
Alternatively, one could call the method outlined in section 2.1 twice, excluding the carriers selected at the first time for the second time.
The above two options yield exactly the same carrier selection output.
3 Dropping the “divide” part
Although it is not desirable to remove the “divide” part from the method proposed in [1] (see sub-section 4.8 of [1] for the reason), there is no problem doing so for the proposal described in this document.

The changes compared to section 2 are as follows,

1. There is no “divide” part any more.

2. A “conquer” operation does not stop on a carrier violating the receiver bandwidth restriction. Instead, all other assigned carriers except the anchor are tested whether or not they can be selected together with the anchor.

3. The “conquer” part is performed exactly n (n = number of assigned carriers) times, one assigned carrier acting as the anchor each time.

With these changes there are now two loops in the “conquer” part: an outer loop to traverse all anchors, and an inner loop to traverse all carriers except the given anchor. Hence the complexity of the new “conquer” part, and consequently of the whole carrier selection method, is 
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, significantly worse than the original method described in section 2.

4 Performance characterization
4.1 Carrier selection methods to be evaluated
For the sake of simplicity, the modified method in section 3 is called “conquer only”, which, along with the original “fast divide and conquer” method outlined in section 2.1 and the “priority based” method proposed in [7], will be investigated and compared against each other at system level.
4.2 Assumptions on frequency hopping parameters
The assumptions for a single UFPS scenario and a multi-UFPS scenario are summarized in Table 1 and Table 2, respectively.

Table 1.  Assumptions for a single UFPS scenario
	Parameter
	Value
	Comment

	MA
	{1, 7, 13, 19, 25, 31, 37, 43}
	

	Length of MA (N)
	8
	

	HSN
	10
	


Table 2.  Assumptions for a multi-UFPS scenario
	Parameter
	Value
	Comment

	MA1
	{1, 7, 13, 19, 25, 31, 37, 43}
	Carriers from the hopping layer.

	Length of MA1
	8
	

	HSN1
	10
	

	MA2
	{16}
	Carrier from the BCCH layer.


4.3 Assumptions on radio resource management
The assumptions on radio resource management are outlined in Table 3. Default values are given in a bold-type font.
Table 3.  Assumptions on Radio Resource Management
	Parameter
	Value
	Comment

	MS arrival model
	Static model: a fixed number of MSs is assumed.

Dynamic model: a Poisson arrival process is assumed. Simulated values: 4, 8, 12 and 16.
	

	Carrier assignment
	For the static model: a fixed carrier assignment for each MS is assumed.

For the dynamic model: all carriers with a load low than “max carrier reuse” (see below) are assigned to an incoming MS. The MS is discarded if no carrier satisfies the above criterion.
	

	Carrier numbering
	For the static model: the number of each carrier is equal to its MAIO plus the lowest unused carrier number for the UFPS it belongs to.

For the dynamic model: if n carriers are to be assigned to an MS, 
a) They are first sorted according to the carrier numbering rule for the static model. The carrier indexes are denoted as 0, 1, …, n-1.
b) The carrier with index x (
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	This is to favour the “priority based” method by imitating the priority allocation rule used in [2].

	Carrier priority
	For the “priority based” method: the priorities are set in decreasing order of the assigned carrier number.
	

	Carrier scheduling
	For any given radio block period, for each carrier, if there are more than one MS waiting to be scheduled (i.e. the carrier is “selected” by one or more MSs), the MS with the least transmitted radio blocks on this carrier are scheduled.
	

	Idle carrier
	For a radio block period where there is at least one MS waiting to be scheduled on at least one carrier, an idle carrier is defined as the carrier on which no MS is waiting to be scheduled.
	A large portion of idle carriers indicates congestion on other (few) carriers.

	Max carrier reuse
	For the dynamic model: number of MSs allowed to be multiplexed on any carrier. Simulated value: 1, 2, 3 and 4.
	

	Data size
	For the static model: for each MS there are always radio blocks waiting to be transmitted.

For the dynamic model: number of radio blocks needed to be transmitted for each MS. Simulated values: 100, 200, 400 and 800.
	

	Legacy MS penetration
	For the static model: 0% and 50%.

For the dynamic model: 0%, 25%, 50% and 75%.
	


Note that the performance is evaluated only at carrier level, not considering the TS assignments on each carrier.
4.4 Results
4.4.1 Throughput in a single-UFPS, multi-user scenario
Figure 1 shows the throughput performance for the single UFPS scenario, using the same static MS arrival model and priority allocation rule (for the “priority based” method only) as in [2].
As already observed in [2], the performance of the “priority based” method significantly outperforms the other two methods in this simulation configuration. Figure 2 shows some insight into this phenomenon: since each of the 8 MSs has a unique top priority carrier which will always be selected by that MS, and all these MSs always have data to send, there is no idle carrier at any radio block period (i.e. all “pipes” are full during the whole simulation), resulting in a maximum aggregated throughput.
However, when the above conditions cannot always be fulfilled, the performance of the “priority based” method begins to degrade. Figure 3 and Figure 4 shows the results of a minor modification to the configuration for Figure 1 and Figure 2: instead of assigning all carriers to each MS, half of the 8 MSs are now assigned only one carrier, each being the second-highest priority carrier assigned to one of the other 4 carriers, as shown in Table 4.
Table 4.  Carrier assignment for the 4 DLMC/4 legacy configuration, single-UFPS, multi-user scenario

	MS ID
	Assigned carrier(s)

	0
	0, 1, 2, 3, 4, 5, 6, 7

	1
	1, 2, 3, 4, 5, 6, 7, 0

	2
	2, 3, 4, 5, 6, 7, 0, 1

	3
	3, 4, 5, 6, 7, 0, 1, 2

	4
	1

	5
	2

	6
	3

	7
	4


With this new configuration, the throughput of the “priority based” method drops remarkably (i.e. from 8.0 to 5.6). On the other hand, the performance of the “fast divide and conquer” method increases from 5.5 to 6.5.
And the reason why the “fast divide and conquer” method performs better than the “conquer only” method is that the former is quite sensitive to carrier numbering which has been made different for each MS (to favour the “priority based method”), resulting in some level of variance in each MS’s carrier selection result and consequently a wider coverage of the configured carriers. On the other hand, the latter is totally not sensitive to carrier numbering, resulting in all MSs always selecting an identical carrier subset.
Further, it can be seen that when the receiver bandwidth is sufficiently large (in this case 
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), the throughput reaches a maximum and there is no difference between the three methods any more, for whatever simulation assumptions. The reason is that in this case, all carrier selection methods will have the same output: all assigned carriers are selected in every radio block period.
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Figure 1.  Throughput, single UFPS scenario, static model, each MS assigned all carriers
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Figure 2.  CDF of idle carriers, BW=25, single UFPS scenario, static model, each MS assigned all carriers
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Figure 3.  Throughput, single UFPS scenario, static model, half of the MSs assigned only one carrier
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Figure 4.  CDF of idle carriers, BW=25, single UFPS scenario, static model, half of the MSs assigned only one carrier

4.4.2 Throughput in a multi-UFPS, multi-user scenario
Figure 5 shows the throughput performance for the multi-UFPS scenario with a dynamic MS arrival model. For any parameter not explicitly mentioned in the figure, the default value in Table 3 is used.
It can be seen that the “fast divide and conquer” method gives the best throughput at small receiver bandwidths, but is surpassed by the “conquer only” method for larger BWs.
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Figure 5.  Throughput, multi-UFPS scenario, dynamic model, using default values in Table 3

Again, the corresponding CDF of idle carriers in Figure 6 roughly explains why the “fast divide and conquer” method performs the best at BW = 25 in Figure 5: during almost all radio block periods it has the least number of idle carriers.
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Figure 6.  CDF of idle carriers, BW=25, multi-UFPS scenario, dynamic model, using default values in Table 3

Figure 7 shows the throughput performance when fixing BW at 25 and varying the data size from 100 to 800. Similar simulation was also run against other variables like arrival rate, max carrier reuse and legacy MS penetration, and the results are shown in Figure 8 to Figure 10, respectively. The trend is basically the same that the “fast divide and conquer” method performs the best and the other two have ups and downs on both sides.
As explained in section 4.4.1, the reason why the “conquer only” method performs so badly mainly comes from the lack of sensitivity to small changes in carrier assignment, resulting in multiple MSs selecting an identical carrier subset or very similar carrier subsets. Since a load-based carrier assignment strategy is used in the simulator (see Table 3 for “carrier numbering” and “carrier scheduling”), the set of assigned carriers is not expected to change dramatically between two successive incoming MSs, although the carrier numbering does change randomly. Among the three, the “fast divide and conquer” and “priority based” methods are very sensitive to carrier numbering, whilst the “conquer only” method is not. Hence the first two provide a wider coverage of the configured carriers.
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Figure 7.  Throughput vs. data size, BW = 25, multi-UFPS scenario, dynamic model
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Figure 8.  Throughput vs. arrival rate, BW = 25, multi-UFPS scenario, dynamic model
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Figure 9.  Throughput vs. max carrier reuse, BW = 25, multi-UFPS scenario, dynamic model
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Figure 10.  Throughput vs. legacy MS penetration, BW = 25, multi-UFPS scenario, dynamic model

Further, motivated by Figure 5 that the “fast divide and conquer” method may perform worse than the “conquer only” method at higher BWs, the simulations for Figure 7 to Figure 10 were repeated for BW = 40, and the results are shown in Figure 11 to Figure 14.
As expected, the “conquer only” method provides the highest throughput in all these figures. The reason is that, as the receiver bandwidth (i.e. 40) is approaching the maximum possible carrier separation (i.e. 42, see Table 2), the “conquer only” method tends to always select all assigned carriers, making all these carriers “busy” during almost the whole session life time. In this case the drawback of “lack of sensitivity to carrier assignment variation” does not matter any more, since any configured carrier will be assigned as long as there is at least one MS being served, and any assigned carrier will be selected with a very high probability by any MS it is assigned to.
Also worth noting is that the “fast divide and conquer” method is still better than the “priority based” method in this series of simulation setup.
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Figure 11.  Throughput vs. data size, BW = 40, multi-UFPS scenario, dynamic model
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Figure 12.  Throughput vs. arrival rate, BW = 40, multi-UFPS scenario, dynamic model
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Figure 13.  Throughput vs. max carrier reuse, BW = 40, multi-UFPS scenario, dynamic model
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Figure 14.  Throughput vs. legacy MS penetration, BW = 40, multi-UFPS scenario, dynamic model

4.4.3 Running time
Figure 15 depicts the rough difference between the actual running times of the three carrier selection methods. 
The simulation setup is different to the one used for throughput evaluation in that only the carrier selection method itself is repeatedly run, each time with a different set of parameters. The sequence of parameter sets is static and common to all tested methods.

It can be seen that the “fast divide and conquer” method seems to be only slightly better than the “priority based” method in terms of running time. Both perform much better than the “conquer only” method, of course.
And it should be noted that non-contiguous reception has not been considered in Figure 15. If the “fast divide and conquer” method is implemented as the first option described in section 2.4 to support non-contiguous reception, there will be only a constant (and trivial) difference in complexity between supporting and not supporting non-contiguous reception. On the other hand, if the “priority based” method is to support non-contiguous reception, one extra inner loop is needed to find whether a specific carrier subset satisfies the receiver bandwidth restriction in both sub-blocks, significantly increasing the complexity.
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Figure 15.  Running time of the three carrier selection methods
4.5 Discussion
The “priority based” method provides the largest throughput gain when each DLMC MS has a unique top priority carrier which is not shared by legacy MSs. Once the top priority carrier is shared with a legacy MS, both the DLMC MS and the legacy MS will always select that carrier, resulting in a congestion. Even worse, the congestion occurs in every radio block period, until either of the MS quits. Note that even if the penetration of DLMC capable MS is 100% the same problem exists when the multiplexing factor of each carrier becomes larger.
Another problem of the “priority based” method is that, in a live network it is simply not possible for the RRM to determine an “optimum” prioritization of the carriers to be assigned to a TBF, since whether it is optimum depends on how the multiplexing factor of each carrier will change over the TBF life time (e.g. which other TBF sharing one or more carriers will end in a short period of time). So the implication on complexity lies not only in the computational complexity of the carrier selection method itself, but also in the added complexity to the RRM.
The “fast divide and conquer” method, on the contrary, benefits from the frequency diversity brought by frequency hopping. For two MSs respectively assigned two slightly different sets of carriers, or an identical set of carriers with different carrier numbering, the carrier subset selected by each MS may only slightly overlaps. Even if there is congestion on one carrier, the congestion occurs only on one radio block period and will not persist. In the long run, every MS selects every assigned carrier with roughly equal probability, resulting in better carrier utilization and aggregated throughput than the “priority based” method. (Note that in [2] it was assumed that each MS was assigned all carriers configured in the network. The sourcing company believes that this sort of carrier assignment rarely occurs in real networks.)
The “conquer only” method shall perform much better than the “fast divide and conquer” method in a single-user scenario (not simulated in this document), because the steps taken by the latter are just a small subset of the steps taken by the former. However, the lack of sensitivity to small changes in carrier assignment often results in multiple MSs selecting an identical carrier subset or very similar carrier subsets in a more practical multi-user scenario, unless the MS’s receiver bandwidth is sufficiently large. Beyond that, the running time performance of the “conquer only” method lags behind the other two evaluated methods by a wide margin.
5 Conclusions

This document introduces a new carrier selection method (“fast divide and conquer”) for DLMC which is based on the same idea in a former contribution [1] with improved design for both the “divide” part and the “conquer” part. The new design works in multi-UFPS scenarios and supports non-contiguous reception. A possible performance enhancement (“conquer only”) for the method is also discussed.

Simulations have shown that the “fast divide and conquer” method outperforms both the “conquer only” method and the “priority based” method in most configurations, in terms of either throughput performance or running time. Hence it is proposed to take the “fast divide and conquer” method for carrier selection in DLMC. A companion CR [8] describes the proposed changes to TS 45.002.
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