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1 Introduction

With the introduction of new modulation techniques presented in the SPEED SID there will possibly be multiplexing losses due to incompatibilities of legacy MS not being able to read the precoded USF.
This problem was faced already when EGPRS was introduced in release 99, as 8PSK modulated USF:s cannot be read by GPRS MS. The same problem also occurred in GERAN Evolution in Rel-7 where 16QAM/32QAM modulations and higher symbol rates were introduced.

With Single Block Precoded EGPRS2, SBPCE2, the whole burst is precoded (including TSC and USF) and thus there will be potential losses of throughput in uplink and downlink due to USF multiplexing issues.

With the introduction of Piggy backed Ack/Nacks with the LATRED feature the same type of problem, as for USF, exist for PAN.
This contribution investigates the USF multiplexing issues when SBPCE2 are introduced in legacy networks by means of simulations. Both throughput impact to legacy MSs and SBPCE2 MSs are investigated. 

The document is an update of a paper presented at the 5th telco for SPEED. Major updates are highlighted in red.
2 Background and problem description
The scheduling of MS transmission in the uplink is controlled by the BSS. The uplink state flag, USF, information field in each block on a downlink PDCH, informs each MS listening to the PDCH on which block(s) on corresponding uplink PDCH(s) it is allowed to transmit.
When EGPRS MSs are multiplexed with GPRS MSs on the same PDCH, it is necessary to assure that the GPRS MSs can be scheduled for uplink transmission, even if EGPRS blocks are sent on the downlink. When GMSK modulated EGPRS downlink blocks are transmitted, the USF is encoded in such a way that GPRS MS can decode it. On the other hand, when 8PSK modulated EGPRS downlink blocks are transmitted, only EGPRS MS can decode the USF. 
To minimize the throughput losses due to this, the following means can be used:
· Use USF granularity. This means that one USF schedules not one but four uplink blocks to the same MS. During the first of four downlink blocks, the USF is transmitted with modulation known to the receiver. In the three remaining downlink blocks, no scheduling information is needed and any modulation can be used on the downlink.
· If, for some reason, a downlink block is scheduled for transmission with higher order modulation than the MS scheduled for uplink transmission is able to decode, a lower order modulated MCS is chosen for the downlink block.
The same methods can be used when EGPRS2/Precoded EGPRS2 MSs are multiplexed with legacy MS. In the following sections, the performance of different MS capability penetrations, including EGPRS/EGPRS2 and PC EGPRS2, is evaluated by means of simulations.
Other measures can also be taken by e.g.

· To the largest extent possible, coordinate the downlink and uplink scheduling, in order to e.g. to schedule a GPRS MS in the uplink when a GPRS MS or EGPRS MS experiences bad downlink radio conditions (transmitting with GMSK).
· Minimize multiplexing of different MS capabilities in the channel allocation.

These measures have not been used in this evaluation.
3 Simulation setup
3.1 Simulator description
The simulator used is a dynamic GSM/EDGE traffic simulator with channel management, downlink and uplink scheduling. The traffic model used is file download and file upload with fixed file size (100 kB). MCSs are chosen based on the specified CIR and the MS capabilities. The mix of EDGE and MSs capable of HOM and possibly other modulation techniques is denoted as (PC)E2 penetration. Thus, EGPRS2-A, EGPRS2-B, SBPC EGPRS2-A and SBPC EGPRS2-B are all classified in the “(PC)E2” penetration. Five different MS types have been used in the evaluation, listed in Table 1.
Table 1. MS capabilities used in the simulations

	MS

cap.
	TBFs supported 

	1
	EGPRS

	2
	EGPRS + EGPRS2-A

	3
	EGPRS + EGPRS2-A + PC EGPRS2-A

	4
	EGPRS +                      + PC EGPRS2-A

	5
	EGPRS +                      + PC EGPRS2-A + PC EGPRS2-B


The (PC)E2 penetration is swept from 0% to 100 % in steps of 25%. The offered traffic load is specified as 70% or 80% of the theoretical cell capacity (kbps/cell) at 100% EDGE penetration and for the given CIR level (for the corresponding MCS which is chosen for that CIR). 
Radio link modelling is taken from a CIR distribution from a PS network level simulation for a 3/9 re-use, see [3], for all users. MCSs are chosen (to maximise throughput) based on the specified CIR and the MS capabilities. Block errors are assumed to be independent. 

Simulation parameters are summarised in Table 2.

	Parameter
	Value

	TRXs per cell
	2 (16 timeslots)

	Multislot class
	Class 12 (i.e., Rx=4, Tx=4, Sum=5)
Up to 4+1 for downlink users

Up to 3+2 for uplink users

	Traffic model
	FTP download/upload

100 kB packet size

Poisson user arrival process.

A user leaves the system when download/upload is completed.

	USF granularity
	1 or 4 for EDGE MS

1 for (PC)E2 MS

	CIR [dB]
	Distribution from 3/9 re-use network, see [3].


Table 2. Summary of simulation parameters.
It is assumed that (PC)E2 MSs can decode the USF of EGPRS blocks as well as (PC)E2 blocks, according to the MS capability in Table 1. EGPRS MS can only decode the USF of 8PSK modulated blocks (and GMSK modulated blocks; however, GMSK is not used in the simulations).
3.2 Scheduling strategies

Two strategies are investigated:

1. Strategy 1 does not take the USF problem into account. If a downlink block is sent using precoding or higher order modulation, containing a USF to a legacy MS, the legacy MS will not receive the USF and no transmission will occur in the corresponding uplink block. The USF granularity is 1 for all users.
2. Strategy 2 is a simple attempt to reduce the USF problem. If there is a conflict between preferred downlink modulation and USF decoding, the MCS of the downlink block is reduced to accommodate USF reception.
Strategy 2 has also been investigated in combination with using USF granularity 4 for EGPRS MSs to further reduce multiplexing losses. Note that this is still a very simple strategy that does not attempt to coordinate uplink and downlink scheduling. More sophisticated strategies would be used in practice.
3.3 Performance measure

Performance is shown as the relative gain, achieved at a certain (PC)E2 penetration, of the mean user throughput compared to that for 100% EDGE penetration. The user throughput is defined as the number of downloaded/uploaded bits divided by the download/upload time. The download/upload time comprises transmission time, scheduling delays, TBF set-up delays and TCP impact.

3.4 MS capabilities and MCS selection
The MCS with the highest throughput for the given CIR is selected. MCS choices and block error probabilities at various CIR levels are summarized in Annex A. Channel propagation TU50nFH and CO-channel interference has been used in the simulations.

3.4.1 MS capability penetration scenarios

Two DL MS penetration scenarios have been investigated:

1. EGPRS/EGPRS2-A/PC EGPRS2-A using MS capabilities (see Table 1) 1, 2, 3 and 4.

2. EGPRS/EGPRS2-A/PC EGPRS2-A/PC-EGPRS2-B using MS capabilities (see Table 1) 1, 2, 3, 4 and 5.

MS capability penetrations for each scenario are listed in Table 3.

The MS mix in uplink is assumed to consist of EGPRS and EGPRS2-A MSs. The EGPRS2-A MS penetration corresponds to the (PC)E2 penetration in each scenario, e.g. DL: [50/25/10/10/5] (see table below) -> UL: [50 (EGPRS) / 50 (25+10+10+5) EGPRS2-A]
Table 3. Penetration of MS DL capability.
	Scenario
	 (PC)E2 penetrations

MS capability [1/2/3/4/5]

	
	0
	25
	50
	75
	100

	1
	[100/0/0/0/0]
	[75/12.5/6.25/6.25/0]
	[50/25/12.5/12.5/0]
	[25/12.5/31.25/31.25/0]
	[0/0/50/50/0]

	2
	[100/0/0/0/0]
	[75/12.5/5/5/2.5]
	[50/25/10/10/5]
	[25/12.5/20/20/22.5]
	[0/0/30/30/40]


3.5 Multiplexing improvements

In [1] a modified burst format is shown for Precoded EGPRS2 where part of the payload and the TSC is modulated in time domain to allow for multiplexing with MSs not supporting Precoded EGPRS2.
Multiplexing improvements to the scenarios investigated by using the modified burst format is shown in Table 4 (green highlighting).
Table 4. USF multiplexing improvements.
	
	USF MS capability

	
	1
	2
	3
	4
	5

	Payload MS capability 
	1
	E
	E
	E
	E
	E

	
	2
	E
	E2A
	E2A
	E2A

E
	E2A

E

	
	3
	E
	PCE2A

E2A
	PCE2A
	PCE2A
	PCE2A

	
	4
	E
	PCE2A

E
	PCE2A
	PCE2A
	PCE2A

	
	5
	E
	PCE2A

E
	PCE2A
	PCE2A
	PCE2B


It should be noted that the modified burst format has shown to match SBPCE2 in single CO-channel, see [2], while it has shown to be inferior in e.g. sensitivity performance. Since this evaluation is limited to CO-channel interference evaluation, the same link performance has been assumed for SBPCE2 and Precoded EGPRS2 with modified burst format. For other scenarios, e.g. sensitivity, this could be considered too optimistic.
3.6 PAN multiplexing

The piggy backed Ack/Nack introduced in Rel-7 with the LATRED feature is signaled in the header by the PANI field. The PAN block is accommodated by extra puncturing of the data block and is then interleaved together with the data and bit swapped to ensure good enough performance to allow for PAN scheduling in DL to users not intended for payload reception (similar to the flexibility of USF).

In a SBPCE2 block there is no possibility of the legacy, non Precoded, MS to receive the PAN field which is spread across all four burst of the radio block at positions usually occupied for data. 
In similarity to the USF, if a scheduling opportunity for the PAN is lost the Ack/Nack cannot be sent in the block, resulting in larger transfer delay. However, considering the relatively low impact of USF multiplexing issues presented in this paper and the relatively low target BLER (low frequency) used for low latency applications (using PAN functionality) the impact on PAN multiplexing problems is expected to be low. Also, PAN is typically transmitted per TBF and not on a timeslot resolution as for the USF. Further it should be noticed that mechanisms described for the USF, e.g. lowering of MCS to accommodate PAN reception can be used and/or minimize multiplexing of different MS capabilities in the channel allocation to further minimize impacts of multiplexing. It should also be noted that the higher the multiplexing rate the lower the probability of delay sensitive services being allocated on the channels.
Based on this reasoning and the similarity of the PAN functionality to the USF, issues with PAN multiplexing is expected to have minimal impact to network performance, if any.

4 Results and discussion
In Figure 1 and Figure 2 REF _Ref296854250 \h 
 the throughput impact on downlink and uplink is shown at different (PC)E2 MS penetrations. Both scheduling strategies described in 3.2 have been investigated using both USF granularity 1 and 4 for EGPRS capable MSs for scheduling strategy 2. Note that USF granularity=1 is always used for (PC)E2 MSs. Also, the modified burst format (‘Mod BF’) has been used both with and without USF granularity 4 of EGPRS MSs.
The large downlink gain seen is a combination of increased transmission bitrate and decreased scheduling delays. The reason for the decreased scheduling delays is the decrease in channel utilization (i.e. that less time is needed to serve the offered traffic).
It can be seen that:

· Scheduling strategy 1, i.e. prioritizing downlink throughput at the expense of not being able to schedule uplink MSs, has a strong negative impact on uplink throughput. This should not be seen as a realistic network implementation but rather serve as the scenario where DL throughput is prioritized.
· Scheduling strategy 2, i.e. prioritizing uplink throughput by choosing an MCS for downlink transmission (even if not optimum) that is compatible with the receiver capability to ensure USF reception, has limited but visible negative impact on downlink throughput if using USF granularity 1. All scenarios with USF scheduling strategy 2 give, the same, maximum UL throughput.
· Using USF granularity 4 for the EGPRS MSs minimizes the throughput loss at USF granularity 1 considerably for scheduling strategy 2, almost completely matching scheduling strategy 1. It can be seen that using USF granularity 4, in some cases, slightly improves downlink performance compared to scheduling strategy 1 (with USF granularity 1). This gain is believed to be related to the more efficient use of UL resources for scheduling strategy 2.
· Using the modified burst format does show some gains for the case of USF granularity 1 and 4 but does not provide as significant gains as comparing USF granularity 1 and 4 without the modified burst format.
Further, it should be noted that additional measures to limit the throughput loss such as outlined in Section 2 have not been implemented in the simulator.
4.1 MS capability scenario 1
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Figure 1. Throughput impact at different (PC)E2 penetrations and network load levels, 70% (top), 80% (bottom).

4.2 MS capability scenario 2
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Figure 2. Throughput impact at different (PC)E2 penetrations and network load levels, 70% (top), 80% (bottom).
5 Conclusion
Multiplexing of EGPRS2 and PC-EGPRS2 MS and EDGE MS has been investigated by means of simulations. Two different MS penetration scenarios have been investigated using up to five different MS support classes, simulated at different network loads, using a C/I-distribution from network simulations. EGPRS has been the lowest supported data set investigated and Precoded EGPRS2-B being the highest.
It has been shown that if no means are taken to solve the USF compatibility problem, there are indeed multiplexing losses. It is also shown that the losses can be almost completely avoided with a very simple strategy.
Using the modified burst format for precoded EGPRS2 to accommodate Precoded transmission when scheduling USFs to MSs not supporting Precoded EGPRS2 gave visible additional gains in the scenarios investigated, but the means giving most positive impact to DL throughput is to use USF granularity 4.
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Annex A MCS BLER and C/I levels used in the link model

Table 5. MCSs and block error probabilities at different CIR for EDGE.

	C/I
	15
	20
	25
	30
	35

	EGPRS MCS
	MCS-6
	MCS-7
	MCS-9
	MCS-9
	MCS-9

	EGPRS BLER
	0.10
	0.10
	0.16
	0.05
	0.02


Table 6. MCSs and block error probabilities at different CIR for EGPRS2-A, UL.
	C/I
	15
	20
	25
	30
	35

	PCE2B MCS
	UAS-7
	UAS-9
	UAS-11
	UAS-11
	UAS-11

	PCE2B BLER
	0.35
	0.25
	0.24
	0.08
	0.04


Table 7. MCSs and block error probabilities at different CIR for EGPRS2-A.

	C/I
	15
	20
	25
	30
	35

	EGPRS2-A, DL MCS
	DAS-8
	DAS-9
	DAS-10
	DAS-11
	DAS-12

	EGPRS2-A, DL BLER
	0.34
	0.18
	0.10
	0.095
	0.14


Table 8. MCSs and block error probabilities at different CIR for SBPCE2-A.

	C/I
	15
	20
	25
	30
	35

	EGPRS2-A, DL MCS
	DAS-9
	DAS-10
	DAS-11
	DAS-12
	DAS-12

	EGPRS2-A, DL BLER
	0.21
	0.075
	0.075
	0.054
	0.01


Table 9. MCSs and block error probabilities at different CIR for SBPCE2-B.

	C/I
	15
	20
	25
	30
	35

	EGPRS2-A, UL MCS
	DBS-9
	DBS-9
	DBS-10
	DBS-12
	DBS-12

	EGPRS2-A, UL BLER
	0.21
	0.07
	0.05
	0.15
	0.05








1(9)
8(9)

