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1. Introduction
This document presents system level simulations performed in order to evaluate the feasibility of wide deployment of MTC traffic in GSM networks. 

The simulations focus on smart metering MTC applications. In modeling proposal, smart meters sensors are considered to be static and with periodic measurements.

2. Simulation methodology
The simulation methodology used in the presented results, is based on [3], which includes simulation of random access procedure [4]. Simulated cases are shown in Table 1, where MTC only in UL is simulated. The parameters are set in order to evaluate the effect of the report size and periodicity as well as the effects when the meters are operating in synchronous mode.
Among the output values obtained from the simulations are the MTC success delivery rate, which is the ratio of successfully delivered MTC messages within a time limit to all transmitted messages. This time limit is given by the MTC message period in each simulation. The access success rate indicates how overloaded are the random access channels at CCCH. It is an indication of whether or not the performance is limited by signaling channels capability.
For the synchronized meters only two periods were simulated: 5 s and 2 minutes. From results discussed in section ‎3.1 (around Figure 3(a)), it will become apparent, that two minutes are sufficient for all the load generated by the meters to settle to zero, thus the results are valid for any longer repetition period. The shortening of the period for the simulated case was done to obtain more samples from the simulator to increase the reliability of the results. Due the long duration of the simulations, it is not feasible to run 1 hour and 1 day periods for a sufficiently long time to obtain a similar degree of reliability. Therefore, in the graphs of section ‎3.1 the 2 min curves are representing results for 15 min, 1 h and 1 day periods.
Table 1 Simulation parameters for the test cases

	Parameter
	Value

	MTC reporting period
	5 s, 2 min, 15 min, 1 h, 1 day

	MTC report size UL
	10, 200, 1000 bytes

	Synchronization
	synchronous/asynchronous

	Load
	100, 200, 300, 400, 500 meters/cell

	Other PS traffic
	none

	PS bearer
	EGPRS (MCS adaptation, IR)

	Terminal speed
	0 m/s


The simulations were setup according to the parameters in [3]. The most important parameters relevant for results discussion are repeated in Table 2.

Table 2 Parameters for random access procedure and PDCH resources
	Parameter
	Value

	Tx-integer
	20

	S
	109

	Expiry limit of T3142
	5 s

	Expiry limit of T3146
	(Tx + 2S)/217 = 1.1 s

	Number of AGCH blocks per 51-multiframe
	6

	Number of RACH bursts per 51-multiframe
	51

	PDCH timeslots per cell
	7 (slots 1-7 on BCCH TRX)


3. Simulation RESULTS

3.1 Synchronized meters
Figure 1 shows results for synchronized traffic, indicating the percentage of MTC reports that are successfully delivered before a new report is generated. The results for MTC periods 15 min, 1 hour and 1 day would be the same, as explained in section ‎2 and below by Figure 3 (a), and are represented by curves with 2 min period.
As it is shown, the time limit is too short for synchronized MTC meters operating with 5s reporting period. In other words, the meters generate a new report before the previous one has been completely transmitted. In modeling of the meters’ behavior it was assumed, that a meter never drops the report, i.e. all generated reports are buffered until successful transmission. This leads to accumulation of the reports in the meters and gradual network overloading. The simulator cannot produce reliable results for overloaded network, therefore the results for 5s period will not be further evaluated.

The reason, why the network cannot cope with 5s reporting period is indicated in Figure 1 (b):
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Figure 1 (a) MTC success delivery rate and (b) TBF blocking for synchronized meters, sending reports in UL of 10 to 1000 bytes, at 5 s and 2 min periods.
We can see, that the proportion of unsuccessful MTC deliveries in (a) corresponds with the proportion of blocked TBF establishment attempts in (b) (for the 5s reporting period). TBF blocking due to lack of free PDCH resources always incurs at least 5 s delay (expiry of T3142, see Table 2) and repeating of the whole access procedure. Therefore a single blocked TBF establishment attempt means that the MTC report is going to be late and thus unsuccessful.
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Figure 2 Signaling channels utilization for synchronized MTC meters (a) RACH and (b) AGCH utilization.
Signaling capacity used by synchronized meters is shown in Figure 2. MTC report size didn’t have any practical effect on the utilization (differences of few hundredths of percent), therefore only the 10B case is shown to simplify the graphs. The utilization is averaged over the reporting period and the results for 15 min, 1 hour and 1 day periods shown in the figures were obtained by recalculating from the simulated 2 min period case.

The utilization appears to be quite low for 15 min period and negligible for 1 hour and 1 day periods. The temporary peaks in utilization – right after the MTC report sending has been triggered – will be certainly higher. But the duration of these peaks will be limited to the duration of MTC report delivery, shown on Figure 3 (a).
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Figure 3 (a) MTC delivery times and (b) access success ratio for synchronized meters.

After the MTC report is delivered, there is no more traffic, thus no utilization of the signaling or PDTCH channels. From the graph it appears, that 99% of MTC reports are delivered within 50 s regardless of the MTC payload (10B curves would overlap with 200B or be below, not shown).

Figure 3 (b) shows ratio of successful access attempts. As we can see, successful access doesn’t depend on the MTC report size. It decreases fast with increasing number of meters per cell. The reasons might be high number of collisions on RACH (insufficient RACH capacity), access grants from the network queuing for too long (insufficient AGCH capacity) or not being decoded by the terminal (bad radio conditions in downlink). In all cases, 99% downlink control blocks were decoded successfully, so AGCH decoding was not the problem.
Figure 4 (a) shows the proportion of access failures caused by timeout at the terminal side (expiry of T3146, 1.1s, Table 2) while waiting for a reply on AGCH. This means that in this network, the AGCH resources were too low or the expiry limit of T3146 was too short. The other failures were caused by increased number of collisions on RACH, which grows with increasing number of meters per cell.
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Figure 4 (a) Failures due to low AGCH capacity, (b) packet-switched hardware utilization.
The hardware utilization averaged over the reporting period can be seen on Figure 4 (b). Only the 1000B case is shown, cases with lower MTC payloads had even lower utilization. The HW utilization behaves similarly as the signaling channels utilization – there are temporary peaks right after the report sending is triggered. After all the reports are delivered, some 50s, the utilization drops to zero.
3.2 Asynchronous meters
Analysis of the successful delivery of MTC report is shown in Figure 5 (a). In all cases with reporting period longer than 5s, the meters are able to successfully deliver the reports, independently of the report size. For 5s reporting time, the meters are not able to deliver the report on time due to the same reason as in synchronous meters – TBF blocking (see Figure 5 (b)). They overload the network the same way as synchronous meters and their results will not be analyzed any further.
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Figure 5 (a) MTC successful delivery and (b) TBF blocking for non-synchronized meters.
Meters sending reports with longer periods than 5s had 100% successful deliveries and experienced no TBF blocking.
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Figure 6 Signaling channels utilization for non-synchronized meters (a) RACH and (b) AGCH utilization.

Signaling capacity used by non-synchronized meters is shown in Figure 6. Similarly as in synchronized meters, MTC report size didn’t have any practical effect on the utilization. By comparing with signaling utilization of synchronized meters on Figure 2 we can conclude that non-synchronized meters have lower utilization, especially of RACH. The utilization seems to grow linearly with the number of meters in the cell. For 1 hour and 1 day periods, the load on signaling channels is quite negligible.
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Figure 7 (a) Access success ratio and (b) packet-switched hardware utilization for non-synchronized meters.

Figure 7 (a) shows ratio of successful access attempts. All non-synchronized meters with periods longer than 5s had nearly 100% success ratio, regardless of period length or MTC payload size.
In Figure 7 (b), there is overall hardware utilization for the most loaded 1000B case. Cases with lower MTC payloads had lower utilization.
4. conclusions

Both synchronized and non-synchronized meters with 5s reporting period are not capable of delivering the reports on time, in the simulated network. The main reason is TBF blocking (insufficient PDCH resources) and long expiry time of T3142.
Synchronized meters sending with longer periods are feasible. They have overall low to negligible impact on signaling and transport channels, with periodically recurring peaks corresponding with the report sending time instant. The peaks of MTC activity last for about one minute, during which the access to the network is blocked for all devices (not just MTC) due to signaling channels overload.
Non-synchronized meters sending with periods longer than 5s are feasible as well. They have yet lower impact on signaling and transport channels than synchronized meters, and during their operation there are no periodically occurring disturbances to signaling or transport channels.
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