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Revision of AoIP TR Section 5.2
In the following a revision of Section 5.2 of the A over IP TR is proposed, reflecting the AoIP offline discussion:

· Only one target solution is defined, namely a solution that allows “compressed speech codecs over IP”. For instance only one set of control plane procedures and user plane payload formats shall be supported by the standard.
· G.711 over IP is defined as a migration step.

· It is stated that the solution that allows “compressed speech codecs over IP” can naturally lead to the possibility to remove transcoders from the BSS. However, it is clarified that a BSS implementation can maintain transcoding functionalities (e.g. to provide transcoding in the BSS when end-to-end codec re-negotiation to maintain TrFO operation is not practical).
· A migration scenario is defined that needs to be supported by the standard. However, it is clarified that it is not required that an operator has to implement all the different steps.
5
Overview

5.1
Background

BSS (Base Station System) over IP is a technique trend in wireless network evolution, which can construct high bandwidth, high efficiency and low cost basic networks. BSS over IP involves Gb interface and A interface over IP. For Gb interface over IP, it has been standardised in 3GPP Release 4. For A interface over IP, control plane signalling over IP (SIGTRAN) has been introduced in 3GPP Release 7 while certain features (e.g. MSC in Pool and Layered Architecture) require an intermediate signalling network for best performance.

During the specification drafting of A interface control plane signalling over IP in 3GPP Release 7, some operators expressed the concern that in order to take full advantage of IP based technologies the protocols of A interface user plane should be adapted for IP based transport.
The IP based transport protocols provide a low cost intermediate network which is very attractive to the operators because CAPEX and OPEX can be significantly reduced.
A interface over IP can also simplify the implementation of MSCs in a pool. Furthermore, UTRAN network and more advanced RAN can use a common IP backhaul with GERAN.
In mobile networks many domains and interfaces within and between those domains have already been adapted to IP technology or are on the way to introduce IP as an alternative to ATM and TDM based technologies. For example the BICN (Bearer Independent Core Network [2]) has introduced IP in the CS domain and there is support of IP at the Iu interface towards the 3G radio network [3]. While IP based A-interface signaling is introduced in 3GPP release 7 [4], the user plane of the A-interface is still solely based on TDM transmission technology:
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Figure 5.1-1: Today only the TDM based user plane prevents 
operators from achieving an ALL-IP implementation 
in the GSM radio and core networks.

One of the main advantages of having IP based A-interface for the user plane is a much more flexible network design between the BSS and the CS core.

Furthermore IP hardware in the nodes and IP site and backbone infrastructure can be shared by the A-interface control plane and the user plane. A separation of the signaling network from the user plane can be achieved by using technologies like VLAN tagging, virtual routing etc. This will allow the operator to abolish TDM hardware and TDM infrastructure and by that reduce OPEX and CAPEX.
Further on in most of the current networks, both BSS and CN have transcoding functionality, i.e. Transcoder in BSS and Media Gateway (MGW) in CN. Some core networks have been upgraded to convey compressed speech over IP transport. In this case, removing TC from BSS and transfer compressed speech over A interface will reduce cost of transcoder device, reduce cost of transport resource and improve voice quality by implementing TrFO.
5.2
Architecture
Editor’s Note: (The following text will be removed later from the document. The purpose of the text is to indicate what content is expected.)
- Include architecture picture with nodes for each solution
- Describe the approaches for placing codecs, and include a short discussion on each of them
5.2.0 
Legacy Architecture
The current A-interface has signaling over IP defined (SIGTRAN) in addition to the original signaling using TDM signaling transport. But, as stated before, for the user plane only TDM transmission is defined, with transcoding always located inside the BSS. The only Codec defined for this TDM A-Interface is PCM (G.711). In addition TFO may exist, which tunnels compressed speech through this PCM link between TRAU and MGW.
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Figure 5.2.0-1: Current legacy architecture 
Note: the TRAU boxes include the transcoders, located somewhere in BSS
5.2.1 PCM encoded speech (G.711) over IP
A first improvement, which is seen as an “interim” solution, can be introduced with no changes on the functional division between Base Station System (BSS) and CS Core Network, as specified in TS 48.002 [5]. Specifically the transcoding is left within the BSS. This approach focuses on migrating the existing A interface to IP; the network architecture is not really impacted. It will specify how to carry 64 kbps A-interface channels between the BSC and the MGW over an underlying IP based transport protocol; for both voice services as well as for data and fax services.
The Codec defined for the A-Interface is still PCM, again TFO is an option.
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Figure 5.2.1-1: Architecture for the G.711 over IP “interim solution”
In this case the recommended network architecture is that Media Gateways (MGWs) are co-located at the same site where the transcoders are. This is always desirable, but the high transport volume makes it quite important. To achieve better bandwidth efficiency at the A interface IP-multiplexing techniques shall become an option. The packetization time may be either 5 ms or 20 ms (FFS).
The main advantage of this approach relates to the fact that IP solves problems related to the inflexible physical connectivity of TDM.  The solution introduces the freedom to place a BSC/TRAU somewhere in an IP network. To scale the capacity of the A interface becomes much easier because another MGW can be added without considering adding TDM connectivity to local BSC/TRAUs. And obviously the deployment of A-flex will be much easier, because the BSC/TRAUs have to be “connected” with all MGWs belonging to the MSC in Pool. And, as already said above, IP hardware in the nodes and IP site and backbone infrastructure can be shared by the A-interface control plane and user plane.

In this approach, these advantages can be achieved by using the existing transcoder pools within BSS, without requiring any new transcoder resources in MGW. This may be of especial importance for legacy Codecs, like GSM_FR and GSM_HR, where no future growth is expected, but which will disappear over time.
5.2.2 Compressed speech over IP
The target solution aims at carrying compressed speech in an efficient way across the A interface over the RTP/UDP/IP protocol stack. In contrast to TFO in this case the compressed speech is formatted directly and there is no PCM stream in parallel, and this allows support for TrFO operation. 
This approach might imply a deviation from the current BSS architecture, where today transcoders are functionally integrated into the BSS (see [5]). In fact, compressed speech on the A interface can rely on transcoders in the Core Network and allow removal of transcoders from the BSS, thus impacting the functional division between the BSS and the CN. This solution would reduce the overall need for transcoders in BSS and Core Network and improve the end-to-end speech quality and delay. But it will require additional transcoder resources (e.g. more DSP-power for transcoding in all Mobile-to-PSTN calls) within the Core Network and possibly new transcoder types (e.g. GSM_HR) within the Core Network.
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Figure 5.2.2-1: Architecture for the Compressed speech over IP solution, with transcoder-less BSS.
This solution yields to align the BSS network architecture with the 3G CS core network architecture. This will allow concentrating development and deployment of transcoders within the core network. They will become part of the media gateway (MGW) and will be controlled by the MSC servers.

In an architectural solution where the transcoders are removed from the BSS, still data and fax services must be supported.
As an implementation option, that aims at exploiting the huge amount of transcoding resources installed in today’s GSM networks, transcoding functionality can be still kept in the BSS, also meaning that no architectural changes are needed. Identically to the approach that foresees the removal of transcoding from the BSS, the codec to be used on the A interface is negotiated at call setup (or during handover) with the goal to allow TrFO operation. In this case no transcoder resources are needed, neither in the BSS nor in the CN. Transcoders in the BSS would only be used to cover the scenarios where TrFO is not possible/desirable and would have to support transcoding between the codecs to be used on the radio interface and the codec negotiated on the A interface (rather than between the various GSM codecs and G.711). For instance this could be the case when coded adaptation is required during a call (e.g. switch to GSM HR in overload condition or intra-BSS handover to an incompatible cell), and an end-to-end codec re-negotiation to maintain TrFO operation is not desirable. In this case the codec adaptation can be "performed locally" within the BSS and remain transparent to the rest of the network. For instance this means that GSM HR doesn’t necessarily have to be supported in the MGWs. On the other hand the need to maintain transcoder resources in the BSS – to be used when TrFO operation is not possible/desirable – would not allow exploiting a 3G-like architecture. Regarding data and fax services, they could also be supported by maintaining the legacy architectural split.
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Figure 5.2.3-1: Architecture for the Compressed speech over IP solution, with transcoders in the BSS
5.2.2.1 Migration Scenarios

There is an enormous amount of transcoder resources installed in today’s GSM radio networks. Therefore the “final solution” in the standard shall be flexible and allow the use of transcoders placed in the BSS and/or in the CS Core Network. In addition, e.g. for the purpose of migrating the A interface from a TDM to an IP interface, both TDM and IP based A interface should be supported concurrently, at least for the migration phase. 

The table below shows scenarios that shall be supported by the standard. It is not required that an operator has to implement all these different steps. In contrast the intention is that the standard shall not hinder an operator from implementing his specific deployment strategy for AoIP.
	Scenario:
	TC in BSS:
	Support of G.711 over IP
	Support of compressed speech and rate adapted data over IP
	Support of TFO
	Support of AoTDM

	Legacy
	Yes
	No
	No (Note 2)
	Yes (Note 1)
	Mandatory

	Step 1
	Yes
	Yes
	No (Note 2)
	Yes (Note 1)
	Possible (Note 4)

	Step 2
	Yes
	Yes 
	Yes (Note 3)
	Yes (Note 1)
	Possible (Note 4)

	Step 3
	No
	No
	Yes
	No
	No


Step 1: AoIP is introduced; transcoders/rate adaptors stay in the BSS; on the A over IP interface only PCM encoded speech (G.711) can be used, while data and fax calls are supported by Clearmode codec according to RFC 4040 as RTP profile (see Section 5.3).
Step 2: Transcoders/rate adaptors stay in the BSS; compressed speech codecs on the A interface are possible. Transcoders in the BSS are used to still support G.711 codec on the A interface but, as an implementation option, also to support transcoding between the codecs to be used on the radio interface and the codec negotiated on the A over IP interface. In addition rate adaptors in the BSS are used to support data and fax calls.
Step 3: Transcoders/rate adaptors removed from the BSS. IP transmission and compressed speech codecs on A interface are mandatory. Rate adaptation functionality is performed in the core network.
Note 1: TFO is not mandated. As long as TCs are kept in the BSS, it is an option for the operator to utilize TFO. It is not foreseen that TFO will have any impact on the AoIP work item and is therefore not further studied.

Note2: That means for the Legacy scenario and for Step 1 the only possible speech framing is PCM.

Note3: That means for Step 2 the possible options for speech framings are PCM and “compressed” formats.



Note 4: The need for a BSS supporting AoIP to support AoTDM as well needs to be further considered. If this was not necessary, then the BSS support for AoIP could be identified via O&M instead of using negotiation and handover scenarios with respect to the interface type (AoIP vs. AoTDM) would be simpler.
5.2.2.1.3
Migration Scenario 3


There are many existing BSSs/MSC Servers/MGWs already deployed in operator’s GERAN network, Therefore the migration scenarios should be taken into account at the same time with introduction of AoIP. The following migration scenarios are proposed for this proposed solution.

 For sake of easy explanation the following short terms are defined:
New MSC Server: 
The MSC Server supports both the TDM A-interface and the IP A-interface. Both kinds of interfaces could work simultaneously for different BSSs.

New MGW: 
   The MGW supports both UMTS and GSM codec lists as specified in 3GPP TS 26.103 and has IP interface. The new MGW should support both AoIP and AoTDM.
New BSS: 
The new BSS supports only AoIP, not AoTDM any longer. 
There is no way to reuse existing TCs in BSS.
Only compressed voice can be used on AoIP.
No PCMoAoIP is allowed.

Step 1: Upgrade MSC Server and MGW to new MSC Server and new MGW including upgrading the A interface and Mc interface related parts of software of MSC Server (control plane supported), upgrading the Mc interface and codec ability related parts of software of MGW (user plane supported) and upgrading the hardware of transcoder (ready for Step 2) in MGW. It should be clear that after this stage of work has been done, the MSCServer and MGW are still working under AoTDM since the BSC has not be updated to AoIP at step 1.
Step 2: Upgrade BSC to AoIP supported including control plane and user plane for A interface. In case deploy new BSC (a BSC which is AoIP built-in supported including hardware and software), there is no need to upgrade the BSC, only equipment and commission are necessary. 
By going through the above 2 steps simply, operator can complete the AoIP deployment. It should be noted that both two steps are not mandatory to be finished simultaneously. At the end of step 1, the GERAN network can still keep working over conventional AoTDM interface.
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�The scenario you describe here is the procedure how to migrate. The necessary steps are covered in the last section. It is the change from Legacy to Target without any intermediate step. Note: in the section above we did not mandate that the intermediate migration steps have to be executed. This is explicitly stated. 





Our proposal is to remove the description of the exact migration steps from the TR because we don’t want to mandate the steps in the standard. Only the network configurations, that are needed should be listed where necessary. That is what we tried in the previous section.


�Hopefully we can agree to remove this and have just one section for the migration scenarios





�Is our understanding of your new BSS correct?





3GPP


