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1 Introduction

At GERAN#35 USF code words were taken as working assumption and included in 45.003 for both levels of RED HOT, see ‎[2]. The code words were constructed using antipodal symbols with maximum energy in the constellation. Using antipodal symbols were shown to be superior compared to using code words where the Hamming distance was maximized.
Concerns have been expressed in GERAN of the gains attained since the USF codewords are designed to maximize Hamming distance and not Euclidean distance (which is done using the antipodal symbols).
Also, contradictory simulation results has been shown comparing antipodal USF symbol coding to quaternary symbol coding, see ‎[3] and ‎[4].
In this contribution, different USF coding techniques are evaluated and compared.

The paper is identical to what was presented at the 9th telephone conference on RED HOT and HUGE, except for a removal of impairments in the table in ‎A.1, which was a typo in the previous paper.
2 USF encoding

Only code words for RED HOT A have been considered. However, the conclusions found also apply to RED HOT B, irrespective of the use of common USF multiplexing, see ‎[4], or not.
2.1 Max Hamming distance code

In ‎[1] a set of USF code words were presented for both levels of RED HOT. The design was based on maximizing the Hamming distance of the code.
2.2 Antipodal symbol code

In ‎[3] a set of USF code words were presented for RED HOT A, which bases on an antipodal symbol constellation for the USF coding. If the antipodal symbols are chosen to maximize the Euclidean distance also the symbol power is maximized. The proposed symbols are shown in Figure 1.
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Figure 1. Antipodal symbols for 16QAM and 32QAM.

In Figure 1 symbols that differ in two bit positions are marked with a vertical red line.
2.3 Quaternary symbol code for 16QAM
Using a quaternary symbol constellation for 16QAM would enable maximized energy of the USF symbols while also allowing for more flexibility in designing bit code words with good Hamming distance compared to only using antipodal constellation points. By using quaternary symbols 16QAM can be reduced to a QPSK-like constellation. It should be noted that there are only the strong bit positions that change for the quaternary code words and that the symbols are optimally placed with regards to the decision regions of these strong bit postisions.
Table 1. 16QAM modulation reduced to QPSK.

	“QPSK” symbol
	16QAM symbol*

	00
	0011

	01
	0111

	10
	1011

	11
	1111


*code points marked in red does not change with the code word.
2.4 Quaternary symbol code for 32QAM

A quaternary symbol constellation can be chosen in different ways for 32QAM. In this paper we have investigated a square constellation and a rectangular constellation. 
2.4.1 Rectangular code

It can be seen in Figure 2 that the decision regions for the rectangular constellation is not optimal with respect to having equal bit error probability for the two varying bit positions.
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Figure 2. Decision regions for the varying bits in the reduced, rectangular 32QAM constellation.

2.4.2 Square code

Using a square code it can be seen that the additional varying bit introduced in this constellation will be more sensitive to noise.
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Figure 3. Approximate decision regions for the varying bit in the reduced, square 32QAM constellation (in addition to the rectangular constellation).
2.5 Octagonal symbol code for 32QAM

By using octagonal symbols in the 32QAM constellation an 8PSK like modulation appears as shown in Figure 4. Note that the minimum phase shift between two symbols is smaller than for 8PSK.
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Figure 4. 8PSK like constellation from 32QAM.

The reduced modulation is shown in Table 2.
Table 2. 32QAM modulation reduced to an 8PSK like modulation.

	“8PSK” symbol
	32QAM symbol*

	000
	00000

	001
	00010

	010
	00100

	011
	00110

	100
	10000

	101
	10010

	110
	10100

	111
	10110


*code points marked in red does not change with the code word.
Note that the weak bit positions in the constellation are not changed thus only strong and medium strong bits are varied between different symbols, as for the square 32QAM constellation, see ‎2.4.2.
3 Results
3.1 USF performance

The USF performance has been evaluated for RED HOT A with different USF codes as described in Section ‎2. It can be seen that maximizing the energy on the USF symbols will impose a gain compared to only maximizing the Hamming distance between the code words. It is also seen that improving the decision regions in the reduced constellation gives rise to an additional gain. For the different simulation conditions the mean energy of the burst is kept at 0 dB.
NOTE: The interfering signal is a GMSK modulated EGPRS burst, i.e. there is no increase of energy over the USF symbols in the interfering signal.
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Figure 5. USF performance for 16QAM, RED HOT A. USF performance for EGPRS GMSK is shown as reference.

[image: image8.png]10"

USF BLER

45 4 35 3
C/ [dB]

=
C)|
T
i

USF BLER

—GMSK, EGPRS
—Max. Hamming
---Antipodal
—=—Qctagonal
——S8quare

10+ ——Rectangular

/1 [dB]




Figure 6. USF performance for 32QAM, RED HOT A. USF performance for EGPRS GMSK is shown as reference.

NOTE: No backoff is taken into account for either GMSK, 16QAM or 32QAM.

It can be seen that the best performing USF codes are for the Quaternary and Octagonal constellation for 16QAM and 32QAM respectively. There is a gain by using antipodal code points compared to the whole modulation constellation (Max. Hamming) of 3.1 dB and 2.7 dB at 10 % BLER for 16QAM and 32QAM respectively. Using a quaternary constellation for 16QAM and an octagonal constellation for 32QAM gives an additional gain of around 0.3 dB for both modulations. Also the quaternary, square constellation for 32QAM gives a 0.2 dB gain compared to using antipodal signaling.
Using a square constellation also for 32QAM would enable a QPSK like implementation for the demodulator for the USF symbols, which could result in additional performance gains.
3.2 MCS performance

By using corner constellation points for the higher order modulation of RED HOT the USF symbols will use higher symbol energy than the mean energy of the burst. Thus, more ISI will be generated from the USF symbols on the consecutive data symbols and the total energy of the burst will be increased compared to using all constellation points for the USF. In Table 3 the MCS performance is seen with different USF coding schemes. For the different simulation conditions the mean energy of the burst is kept at 0 dB.

It is seen that the USF coding scheme seems to have small impact on RLC data block performance. The largest difference, 0.09 dB, is seen between ‘16QAM, Max. Hamming’ and ‘16QAM Quaternary’.
Table 3. C/I @ 10 % Data BLER.
	USF coding type
	C/I@10% Data BLER

	16QAM, Max. Hamming
	17.94

	16QAM, Antipodal
	18.01

	16QAM, Quaternary
	18.03

	32QAM, Max. Hamming
	23.52

	32QAM, Antipodal
	23.58

	32QAM, Octagonal
	23.58


NOTE: The simulation has been run with 100000 radio blocks.
4 Discussion

It can be seen that using only corner constellation points for the USF symbols seems to give a gain of around 3 dB for both 16QAM and 32QAM compared to using bit code words maximizing the Hamming distance of the code. The gain is mainly due to the increase in symbol energy which is shown in Table 4. The figure is a mean calculation of the symbol energy in all 8 USF code words.
NOTE: Only the symbol energy in the constellation has been calculated, not the signal energy.

Table 4. USF symbol energies.
	Modulation
	Mean USF symbol energy [dB]

	
	Max. Hamming distance
	Antipodal symbols

	16QAM
	0.0
	2.5

	32QAM
	0.0
	2.3


By using corner constellation points more energy will be used in the whole burst which should be taken into account in the evaluation. From simulations it has been seen that the impact of the increased energy give rise to an MCS data degradation of < 0.1 dB. 

5 Conclusions

In this contribution several USF coding principles have been evaluated based on USF bits being placed on whole symbols in the burst mapping. From simulations it has been shown that it is possible to achieve a gain over the current working assumption (antipodal symbols) by using other USF codes. 
The idea used was to reduce the higher order modulation to a lower order modulation as seen by the decoder, increasing the symbol energy and keeping a good Hamming distance property of the code.

It is proposed that the USF code words for RED HOT based on the quaternary 16QAM constellation is used for both RED HOT A and B.
Although the octagonal symbol code gave an additional 0.1 dB gain compared to the quaternary, square constellation for 32QAM it is proposed to use the square constellation to enable a QPSK-like demodulation of the USF symbols also for this modulation.

It is proposed to include the code words in 45.003 as a replacement to the currently assumed antipodal codes for RED HOT A. The same coding principle is also proposed for RED HOT B. The explicit code words and simulation for RED HOT B evaluation are ffs.
All investigated USF code words are shown in Annex ‎A.2.
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A.1 Simulation assumptions

	Parameter
	Value

	Channel profile
	Typical Urban (TU)

	Terminal speed
	3 km/h (TU)

	Frequency band
	900 MHz

	Frequency hopping
	Ideal (TU)

	Interference/noise
	Co-channel (single antenna receiver)

	Antenna diversity
	No (RED HOT)

	Equalizer
States


16QAM


32QAM
	DFSE

16

32

	Tx pulse shape
	Lin GMSK pulse

	Rx filter

  - Bandwidth
	RRC1
   240 kHz

	RRC rolloff
	0.3

	Simulation length
	30000 radio blocks per simulation point for 16QAM
70000 radio blocks per simulation point for 32QAM

	Note 1: The 3 dB bandwidth of the RRC filter.


A.2 USF code word definitions
A.2.1  16QAM
A.2.1.1 Max. Hamming ‎[1]
	USF
	Code words

	000
	0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

	001
	1 1 1 1 1 0 0 0 0 1 1 0 1 1 1 1 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 1 0 0 0 1 1 0 0

	010
	1 1 1 0 0 1 1 1 0 1 0 1 1 1 1 0 1 1 1 0 0 0 1 0 1 1 0 0 0 0 1 1 0 1 0 1 1 1 0 0 0 1 1 0 0 0 1 0

	011
	1 0 0 1 1 1 1 0 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 0 1 1 1 0 1 1 1 1 0 0 0 0 1 0 0 1 1 1 1 1 1 0

	100
	0 0 0 1 1 0 0 1 1 1 0 0 0 0 1 0 1 1 0 1 0 1 1 0 1 0 0 0 0 1 1 0 1 0 1 1 1 1 1 1 1 1 1 1 0 0 0 1

	101
	1 1 0 1 0 1 0 1 1 0 1 0 0 0 0 1 1 0 1 0 1 1 0 1 0 1 1 1 0 1 0 1 1 0 1 0 1 0 0 1 0 1 0 1 1 1 0 1

	110
	0 0 1 0 0 1 1 0 1 0 0 1 1 0 1 1 1 1 1 1 1 1 0 0 0 1 1 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 0 0 0 1 1

	111
	0 1 1 0 1 0 1 1 1 1 1 1 0 1 0 1 0 1 1 1 1 1 1 1 0 0 0 1 1 1 1 1 0 1 1 1 0 1 0 0 1 0 0 1 1 1 1 1


A.2.1.2 Antipodal ‎[3]
	USF
	Code words

	000
	0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1

	001
	1 1 1 1 1 1 1 1 0 0 1 1 0 0 1 1 1 1 1 1 1 1 1 1 0 0 1 1 0 0 1 1 1 1 1 1 1 1 1 1 0 0 1 1 0 0 1 1

	010
	1 1 1 1 0 0 1 1 1 1 1 1 0 0 1 1 1 1 1 1 0 0 1 1 1 1 1 1 0 0 1 1 1 1 1 1 0 0 1 1 1 1 1 1 0 0 1 1

	011
	0 0 1 1 1 1 1 1 1 1 1 1 0 0 1 1 0 0 1 1 1 1 1 1 1 1 1 1 0 0 1 1 0 0 1 1 1 1 1 1 1 1 1 1 0 0 1 1

	100
	1 1 1 1 0 0 1 1 0 0 1 1 1 1 1 1 1 1 1 1 0 0 1 1 0 0 1 1 1 1 1 1 1 1 1 1 0 0 1 1 0 0 1 1 1 1 1 1

	101
	0 0 1 1 1 1 1 1 0 0 1 1 1 1 1 1 0 0 1 1 1 1 1 1 0 0 1 1 1 1 1 1 0 0 1 1 1 1 1 1 0 0 1 1 1 1 1 1

	110
	0 0 1 1 0 0 1 1 1 1 1 1 1 1 1 1 0 0 1 1 0 0 1 1 1 1 1 1 1 1 1 1 0 0 1 1 0 0 1 1 1 1 1 1 1 1 1 1

	111
	1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1


A.2.1.3 Quaternary

	USF
	Code words

	000
	0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1

	001
	1 1 1 1 1 1 1 1 1 1 1 1 0 0 1 1 0 0 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 0 0 1 1 1 1 1 1 0 0 1 1

	010
	1 1 1 1 0 0 1 1 0 0 1 1 1 1 1 1 0 1 1 1 0 1 1 1 1 1 1 1 0 0 1 1 0 1 1 1 1 0 1 1 0 0 1 1 1 0 1 1

	011
	1 0 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 0 0 1 1 0 0 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1

	100
	1 0 1 1 0 0 1 1 0 1 1 1 1 0 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 1 1 0 1 1 1

	101
	0 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 1 0 1 1 1 0 1 1 1 0 1 1 0 1 1 1 0 1 1 1 0 1 1 1 1 1 1 1 0 1 1 1

	110
	0 1 1 1 1 0 1 1 1 0 1 1 0 0 1 1 1 1 1 1 1 0 1 1 0 0 1 1 1 1 1 1 1 0 1 1 1 0 1 1 0 0 1 1 1 1 1 1

	111
	0 0 1 1 0 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 0 1 1 1 0 0 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 1 1


A.2.2  32QAM

A.2.2.1 Max. Hamming ‎[1]
	USF
	Code words

	000
	0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

	001
	1 1 1 1 1 0 0 0 0 1 1 0 0 1 1 1 1 1 1 0 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 0 0 0 1 1 0 0 1 1 0 

	010
	1 1 1 0 0 1 1 1 0 1 0 1 0 1 0 1 1 1 0 1 1 1 0 0 0 1 0 1 0 1 1 1 0 0 0 0 1 1 0 1 0 1 0 1 0 1 1 0 0 0 1 1 0 0 0 1 0 1 0 1 

	011
	1 0 0 1 1 1 1 0 0 0 1 1 0 0 1 1 1 0 0 0 0 0 1 1 0 0 1 1 0 0 1 0 1 1 1 0 1 1 1 1 0 0 1 1 0 0 0 1 0 0 1 1 1 1 1 1 0 0 1 1 

	100
	0 0 0 1 1 0 0 1 1 1 0 0 1 1 0 0 0 1 0 1 1 0 1 0 1 1 0 0 1 1 1 0 0 0 0 1 1 0 1 0 1 1 0 0 1 1 1 1 1 1 1 1 1 0 0 0 1 1 0 0 

	101
	1 1 0 1 0 1 0 1 1 0 1 0 1 0 1 0 0 0 1 1 0 1 0 1 1 0 1 0 1 0 0 1 1 1 0 1 0 1 1 0 1 0 1 0 1 1 0 0 1 0 1 0 1 1 1 0 1 0 1 0 

	110
	0 0 1 0 0 1 1 0 1 0 0 1 1 0 0 1 0 1 1 1 1 1 1 1 1 0 0 1 1 0 0 1 1 0 1 0 0 0 1 1 1 0 0 1 1 0 0 1 1 1 0 1 0 0 0 1 1 0 0 1 

	111
	0 1 1 0 1 0 1 1 1 1 1 1 1 1 1 0 1 0 1 0 1 1 1 1 1 1 1 1 1 1 0 0 0 1 1 1 1 1 0 1 1 1 1 1 1 0 1 0 0 1 0 0 1 1 1 1 1 1 1 1


A.2.2.2 Antipodal ‎[3]
	USF
	Code words

	000
	0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

	001
	1 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0

	010
	1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0

	011
	0 0 0 0 0 1 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 0 1 0 0 0 0 0 0

	100
	1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0

	101
	0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0

	110
	0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 0 1 0

	111
	1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0


A.2.2.3 Rectangular

	USF
	Code words

	000
	0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

	001
	1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0

	010
	1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0

	011
	1 0 0 0 0 1 0 0 1 0 1 0 0 0 0 1 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 0 0 0

	100
	1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 0

	101
	0 0 0 1 0 1 0 0 1 0 0 0 0 1 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 1 0 0 1 0 0 0 0 1 0

	110
	0 0 0 1 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 0

	111
	0 0 0 0 0 0 0 0 1 0 1 0 0 1 0 1 0 0 1 0 0 0 0 1 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 1 0 1 0 0 1 0


A.2.2.4 Square

	USF
	Code words

	000
	0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

	001
	1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 1 0 1 0 0 1 0 1 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0

	010
	1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 1 1 0 0 0 1 1 0 1 0 0 1 0 0 0 0 0 0 0 0 1 1 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 0

	011
	1 0 1 0 0 1 0 0 1 0 1 0 1 0 0 1 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 1 1 0 1 0 0 1 0 1 0 0 1 0 1 0 1 0 0

	100
	1 0 1 0 0 0 0 0 0 0 0 0 1 1 0 1 0 1 0 0 1 0 1 0 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 1 1 0

	101
	0 0 1 1 0 1 0 0 1 0 0 0 1 1 0 0 0 1 1 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 0 0 0 1 1 0 0 0 1 1 0 0 0 1 1 0 1 0 0 1 0 0 0 1 1 0

	110
	0 0 1 1 0 1 0 1 0 0 1 0 1 0 0 0 0 0 0 0 1 0 0 1 0 1 0 1 0 0 0 0 0 0 0 1 0 0 1 0 1 0 1 0 0 1 0 1 0 0 0 0 0 0 0 1 0 0 1 0

	111
	0 0 0 0 0 0 0 1 1 0 1 0 0 1 0 1 0 0 1 0 0 0 1 1 0 1 0 0 1 0 0 0 1 1 0 0 0 0 0 0 1 0 1 0 0 0 0 1 1 0 1 0 0 1 0 1 0 0 1 0


A.2.2.5 Octagonal
	USF
	Code words

	000
	0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

	001
	1 0 1 1 0 1 0 1 0 0 0 0 0 0 0 1 0 1 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 0 1 1 0 0 0 0 0 0 1 0 1 1 0 1 0 1 0 0 0 0 0 1 0

	010
	1 0 1 1 0 0 0 0 1 0 1 0 1 0 0 1 0 1 1 0 0 0 1 1 0 1 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0

	011
	1 0 0 0 0 1 0 1 1 0 1 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 1 0 1 0 1 0 0 1 0 1 1 0 0 0 0 1 0 0 0 0 1 0 1 0 1 1 0

	100
	0 0 0 0 0 1 0 1 0 0 0 0 1 1 0 0 0 0 1 0 0 0 1 1 0 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 1 0 1 0 1 1 0 1 0 1 1 0 1 0 1 0 0

	101
	1 0 1 0 0 1 0 0 1 0 0 0 1 1 0 0 0 0 0 0 1 0 1 0 0 1 0 0 1 0 0 0 1 1 0 1 0 0 1 0 0 0 1 1 0 1 0 0 0 0 1 0 0 1 0 0 0 1 1 0

	110
	0 0 0 1 0 0 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 1 1 0 1 0 1 1 0 0 0 1 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 1 0 1 0 0 1 0 0 0 0

	111
	0 0 1 1 0 0 0 1 0 0 1 0 1 1 0 0 0 1 0 0 1 0 0 1 0 1 0 1 1 0 0 0 0 0 0 1 0 1 1 0 1 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 1 0
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