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GERAN – Latency improvements due to TTI Reduction
1. Introduction

There have been discussions about the benefits of latency improvements such as reducing TTI and enhancing Ack/Nack reporting [1], [2], [3]. This document shows results from TTI reduction study carried out with an EGPRS radio protocol layer simulator.
2. Concept description

The simulation model implemented in the protocol layer simulator consists of one cell with one BTS, one PCU, and one SGSN. The model is versatile and allows many different configurations. The following configuration was used for the TTI reduction gains investigation. The BTS was configured to have one TRX and used radio channel was TU3iFH with interference level C/I of 15 dB. The number of GPRS dedicated channels was set to 4 including PCCCH. The aim was to find maximal gains provided by the TTI reduction. Therefore, only one active MS using EGPRS services was presented in the cell at a time.
3. Modeling assumptions

Uplink and downlink delays between RLC entities in MS and PCU include delays of air (Um) and Abis interfaces, PCU and BTS buffers. These are the variables which change due to the TTI reduction. Table 1 shows the delays for scenarios studied in this document. The first row in the table represents delays measured with real equipment. In scenarios B and D, the transfer of PCU to BTS is assumed. It is considered that this transfer moves the delays from PCU buffers to BTS buffers and also that there is no delay at Abis interface. In scenario C, the PCU buffers delay is decreased to 10 ms in both directions. In scenario C and D, delays on Um and Abis are 10 ms because of the TTI reduction to 10 ms.

It is important to note that in the simulation model the UL and DL delays are applied to all blocks sent between MS and PCU regardless of channel on which they are transmitted (i.e. PCCCH messages are transmitted with same delay as messages on PDTCH and PACCH). This makes scenario C and D unrealistic because of the compatibility problems with legacy MS. Control messages on PBCCH, PCCCH must be sent with TTI 20 ms. Thus, the achieved gains should be perceived as an ultimate upper limit. 
Table 1: UL and DL delays

	TTI
	Scenario
	PCU Buffers [ms]
	Abis [ms]
	BTS Buffers [ms]
	Air [ms]
	Total Delay [ms]

	
	
	DL
	UL
	DL
	UL
	DL
	UL
	DL
	UL
	DL
	UL

	20ms
	A
	30
	30
	20
	20
	20
	0
	20
	20
	90
	70

	
	B
	0
	0
	0
	0
	20
	0
	20
	20
	40
	20

	10ms
	C
	10
	10
	10
	10
	20
	0
	10
	10
	50
	30

	
	D
	0
	0
	0
	0
	20
	0
	10
	10
	30
	10


4. Performance characterization

Performance gains are studied from two points of view. Firstly, an effect of reduced TTI on RTT is investigated. Secondly, web page download times for each scenario are compared.
4.1 Ping
Ping is a special kind of application. It does not provide any real services, but it is widely used to measure round trip time between two hosts in a network. Ping produces very special traffic pattern, which to some extent could be compared to bidirectional streaming. Although, the time between packets is much longer compare to the streaming. The model used in this study sends 25 echo requests with time interval 1 s during one PING session.
The outcome of the simulation is summarized in Table 2. 
Idle RTT values stand for packet round trip time of the first echo request/reply when the MS in packet idle mode transits to packet transfer mode i.e. included the TBF establishment delay. Note that the MS stays in packet transfer mode waiting for the echo reply. Please remember that the control messages are sent also with TTI 10 ms in the scenarios C and D. 
Active RTT values represent round trip time of ping packet when MS has an active TBF i.e. is in packet transfer mode. As can be seen from the table, minimal RTT is decreased from 210 ms to 130 ms due to TTI 10 ms. However, if PCU is transferred from BSC to BTS the gain is only about 20 ms. Because RLC layer operated in the acknowledgment mode, the maximal RTT represents a situation when a number of retransmissions between RLC entities occur during the transmission. 
Table 2: RTT of PING (in seconds)
(payload 36 B, RLC ACK mode, C/I = 15 dB, multislot class 5)
	Scenario
	Idle RTT [s]
	Active RTT [s]

	
	min
	avg
	max
	min
	avg
	max

	A
	0.710
	0.729
	1.263
	0.210
	0.293
	0.818

	B
	0.411
	0.422
	0.446
	0.110
	0.184
	0.418

	C
	0.443
	0.464
	0.480
	0.130
	0.202
	0.512

	D
	0.321
	0.339
	0.358
	0.091
	0.158
	0.495


The performance with C/I of 9 dB, which is expected at the cell edge, is shown in Table 3. In this case, the worst radio conditions mean more RLC retransmissions and longer delays. 

Table 3: RTT of PING 
(payload 36 B, RLC ACK mode, C/I = 9 dB, multislot class 5)
	Scenario
	Idle RTT [s]
	Active RTT [s]

	
	min
	avg
	max
	min
	avg
	max

	A
	0.711
	0.761
	1.446
	0.211
	0.365
	2.599

	B
	0.410
	0.460
	0.852
	0.110
	0.236
	1.820

	C
	0.442
	0.493
	0.893
	0.131
	0.252
	1.586

	D
	0.318
	0.391
	0.887
	0.091
	0.193
	1.629


4.2 Web Browsing
4.2.1 Model
The WWW traffic has been studied and measured many times. The web browsing model used in this study is described by a number of parameters such as an http file size, a number of http files per web-page, a parsing time, and a thinking time.

The http file size is modelled by two probability distributions [4]. Firstly, the log normal distribution is used for the http file sizes smaller than 15.5 kB of which the cumulative distribution function is:
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. Secondly, the http file sizes larger than 15.5 kB, which is approximately 12% of all files, is modelled by the Pareto distribution of which the cumulative distribution function is:
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According to Nieminen [5], a web-page consists of one http file in 42 % of the cases and the rest can be described by the Pareto distribution having parameters 
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The parsing time, representing delay between the download of the primary http file and sending of request for embedded objects, is modelled by a constant delay of 150 ms.
4.2.2 Results

4.2.2.1 HTTP/1.0
During the simulations the download time of web-pages has been observed. The results are shown on Figure 1. The differences in download time between the scenarios are very small (absolutely-speaking) in case of small web-pages up to 10 kB. The web browsing model is estimated to have mean http file size of 6.35 kB. In case of larger web-pages, which contain more embedded objects (http files), an effect of TCP connection establishment delay can be seen, because HTTP/1.0 protocol has been simulated which is known to be inefficient, and no longer in use today.
[image: image13.emf]0

2

4

6

8

10

12

14

16

18

20

0 1 5 10 18 28 41 55 72

Page size [kB]

Download time [s]

A

B

C

D


Figure 1: WWW download time (HTTP/1.0, TU3iFH, C/I = 15 dB, multislot class 5)
The relative gains and the gains measured in seconds in reference to the scenario A can be seen on Figure 2 and Figure 3. The high relative gains about 20-30% observed for small pages up to 5 kB represent gains in download time about 0.5s, which would be hardly perceived by the end user. Please remember that on the basis of the used model, the probability that a web page is less than 15.5 kB is about 88%. 
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Figure 2: Relative gains vs. scenario A
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Figure 3: Gains in seconds vs scenario A
Besides the model described a special case of downloading a web-page of size 137 kB composed of 37 objects. This simulation case magnifies even more the inefficiency of HTTP/1.0 and the gap between scenario A and scenario D is 18 seconds (see Table 4).
Table 4: Download time of web-page
(page size = 137 kB, 37 objects, C/I = 15 dB, multislot class 5)
	Scenario
	Download time [s]

	A
	58.90

	B
	49.08

	C
	48.16

	D
	44.90


4.2.2.2 HTTP/1.1

The inefficiency of HTTP/1.0 initiated the development of new version of this protocol. The latest version HTTP/1.1, used by all browsers nowadays, eliminates the disadvantages of the previous version mainly by introduction of persistent connection and pipelining technique [6]. Especially the pipelining improves the HTTP performance over high latency networks, which can be shown by simple calculation of download time of the special case of web-page mentioned above. Let us assume that those 37 objects have the same size. The TCP establishment delay and parsing time are omitted in the following calculation. The first equation represents a situation when pipelining is not used and a request for a new object is sent only after the previously requested object is received. It is clear that the uplink and downlink delays contribute to the download time of each object. On the other hand, the pipelining allows to send requests independently of receiving responses. Thus, the delays are counted only two times per whole page download (i.e. the first html file and the first embedded object).
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As can be seen from Table 5, the pipelining has significant impact on the performance. The very interesting and important fact, which can be found from values in the table, is that the difference between the scenario A and scenario C when the pipelining is applied is really minor.
Table 5: Impact of HTTP/1.1 pipelining – Download time (seconds)
	 
	Throughput [kbps]

	Pipelining
	Scenario
	50
	100
	150
	200
	300
	400
	500

	NO
	A
	29.85
	17.88
	13.90
	11.90
	9.91
	8.91
	8.31

	NO
	C
	26.89
	14.92
	10.94
	8.94
	6.95
	5.95
	5.35

	YES
	A
	23.45
	11.89
	8.03
	6.10
	4.18
	3.21
	2.63

	YES
	C
	23.29
	11.73
	7.87
	5.94
	4.02
	3.05
	2.47


5. conclusions

The results presented in this paper shows that with TTI reduced to 10 ms the RTT of active ping can be decreased from 210 ms to 130 ms or even to about 90 ms when PCU is located in BTS. Thus, the gain of reduced TTI in terms of active RTT is about 40%. This is true also for maximal RTT value, for which RTT was decreased from 2.599 s to 1.586 s. In scenario B, when PCU is moved to BTS, RTT is about 110 ms with TTI 20 ms. Note that “PCU in BTS” scenarios are shown for completeness, so that all architectural options are evaluated.
The maximal RTT values, which represent transmissions when RLC retransmissions occurred, indicate that RLC acknowledgment mode cannot be used for real-time services (e.g. VoIP) event with TTI 10 ms. The transmission delay of approximately 250 ms in one direction is about the limit of users’ satisfaction, because a voice processing time (encoding/decoding) and a jitter buffer delay must be added. It must be noted that the performance depends much on channel quality, because RLC blocks in acknowledgment mode are retransmitted as long as they are not successfully delivered. This can be seen from the ping simulation with C/I of 9 dB, which is the interference level expected at the cell edge. In this case, RTT exceeds 1.5 s for all scenarios. The number of retransmissions should be controlled in order to avoid large delays. A possibility could be non-persistent RLC mode [6]. It would be necessary to study latency improvements with focus on real-time services.
The web browsing also gains from reduced TTI, however the gains are mixed (i.e. not visible to the user in most cases –small web-pages, although relatively high. And fairly small for large web-pages). The download time decreases by about 0.5-1 s in case of small web-pages and about 2 s in case of larger web-pages (e.g. 50 kB pages). It must be noted that HTTP/1.0 was used during the simulations. As shown the variance between the scenarios would be less if HTTP/1.1 with pipelining were used. Another technique, which eliminates establishment of large number of TCP connections over Um interface, could be utilization of HTTP proxy. The gains in the case of web browsing due to TTI reduction would be marginal.
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Appendix A: Ping RLC Statistics Example (Scenario A)
Table 6: Uplink RLC block statistics (Ping, scenario A, C/I = 15 dB, multislot class 5)
	MCS
	TX
	RX
	Errors
	BLER [%]

	1
	1902
	24815
	3
	0.00

	2
	0
	0
	0
	nan

	3
	0
	0
	0
	nan

	4
	0
	0
	0
	nan

	5
	1384
	1382
	1
	0.00

	6
	3841
	3785
	54
	1.85

	7
	9280
	6954
	2324
	21.51

	8
	586
	271
	315
	40.67

	9
	66
	25
	41
	64.00


Table 7: Downlink RCL block statistics (Ping, scenario A, C/I = 15 dB, multislot class 5)
	MCS
	TX
	RX
	Errors
	BLER [%]

	1
	201
	201
	0
	0.00

	2
	648
	648
	0
	0.00

	3
	442
	419
	23
	5.20

	4
	0
	0
	0
	nan

	5
	1469
	1467
	2
	0.14

	6
	2235
	2206
	28
	1.25

	7
	8210
	6297
	1907
	23.23

	8
	0
	0
	0
	nan

	9
	0
	0
	0
	nan


Table 8: Uplink RLC block statistics (Ping, scenario A, C/I = 9 dB, multislot class 5)
	MCS
	TX
	RX
	Errors
	BLER [%]

	1
	1513
	21642
	146
	0.75

	2
	116
	110
	5
	6.56

	3
	145
	93
	52
	31.34

	4
	23
	9
	13
	57.14

	5
	5585
	4966
	564
	9.95

	6
	5676
	3933
	1695
	24.92

	7
	564
	208
	350
	48.00

	8
	0
	0
	0
	nan

	9
	0
	0
	0
	nan


Table 9: Downlink RCL block statistics (Ping, scenario A, C/I = 9 dB, multislot class 5)
	MCS
	TX
	RX
	Errors
	BLER [%]

	1
	1119
	1110
	6
	0.54

	2
	5921
	5657
	236
	3.99

	3
	1107
	819
	283
	25.56

	4
	0
	0
	0
	nan

	5
	5565
	4878
	622
	11.18

	6
	1553
	1146
	391
	25.18

	7
	1488
	639
	829
	55.71

	8
	0
	0
	0
	nan

	9
	0
	0
	0
	nan


Appendix B: Mouth To Ear Delay
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Figure 4 : User's perception of speech quality
Appendix B: Impact of HTTP/1.1 Pipelining
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Figure 5: Impact of HTTP/1.1 pipelining on download time (page size 137 kB, 37 objects)
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