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Updated Text for Section 7 of SAIC Feasibility Study
This contribution contains proposed text for section 7 of the feasibility study on Single Antenna Interference Cancellation (SAIC).  This section is fairly complete, although there are still some results that need to be incorporated.  Comments are provided as to where new text/results need to be inserted.
7 SAIC System Level Characterization 

7.1 Introduction

In this section, the system level performance of GSM networks with SAIC capable terminals is characterized.  System level simulation results for GMSK voice services are presented for the four network configurations described previously in section 4 of this document.  The results presented show the voice system capacity that a network can support when all terminals are SAIC capable.  Results are also shown, which describe the system performance as a function of SAIC terminal penetration rate.  In addition, results are presented showing the effect of SAIC on GPRS throughput performance.  The following sections describe the methodology employed to develop the system capacity and throughput estimates along with the results.  Section 7.2 describes the link-to-system level mapping required to ‘map’ the SAIC link level characterization described in section 6 into a GSM system level simulator.  Section 7.3 describes the framework of the system level simulator including all of the key system assumptions.   Section 7.4 presents the voice system capacity results for both synchronous and asynchronous networks, and as a function of mobile penetration.  Section 7.5 describes the GPRS analysis including a description of the data traffic models and the resulting throughput performance.  Finally, section 7.6 provides a summary along with the relevant conclusions that can be drawn.

7.2 Link-to-System Mapping

Two stages of mapping are required to properly map the link level results for conventional and SAIC receivers into the system level simulators.  For SAIC receivers, the first stage of mapping attempts to define the average of the burst BER as a function of the burst CIR and burst DIR.  This mapping is defined by running link level simulations and collecting BER statistics on a per burst basis.  The mean CIR is set to some nominal value, while the mean interference powers are set per the defined interference profiles.  The Rayleigh fading imposed on top of the desired signal and some of the interferers will cause variation in the CIR and DIR.  In this way the BER ‘bins’ corresponding to different values of burst CIR and burst DIR will be filled in. Note that multiple simulation runs at different CIR values may be required to adequately fill in all of the bins. For conventional receivers, there is only a mapping between burst CIR and burst BER, since there is little dependence upon the DIR.  In the second stage of this process the frame error probability (FEP) of a speech frame is determined based on the average and standard deviation of BER over the speech frame [1]. 

7.3 System Level Simulator

In this section, the framework of the system level simulator used to develop the voice system capacity and GPRS throughput results is described.  System simulators have been used extensively in the past to estimate the voice and data capacity of GSM and GPRS/EDGE networks.  Most of these simulators actually assume a ‘synchronized’ GSM network even though the vast majority of GSM deployments to date are non-synchronized (asynchronous).  A synchronized network implies that the transmitted bursts (slots) from all of the BTSs modelled in the simulator completely overlap one another.  The reason that the synchronization assumption is invoked is that it becomes computationally prohibitive to introduce sub-slot delays into the simulator framework.  In addition, up until the SAIC feasibility study, it has been more or less assumed that there is little loss in the accuracy of system capacity estimates under the synchronized assumption, although this has not been verified in detail.  However, the performance of SAIC receivers is known to be dependent upon the delay between the desired signal and the interfering signals.  Thus, it is important to understand SAIC performance for both synchronous and asynchronous conditions.  To circumvent the problem of developing an asynchronous system simulator, which was estimated to be a very complex and time-consuming task, it was agreed to use synchronous system simulators for both synchronous and asynchronous network evaluations.   To account for asynchronous operation, a second link level characterization was performed, whereby the interfering signals had the characteristics of an asynchronous network.  Thus, ‘first-stage, link-to-system level’ mappings were developed for both synchronous and asynchronous interferers as described in section 6.   

Four network scenarios or configurations have been evaluated to determine the voice capacity gain that SAIC might provide.  These four configurations are defined by a unique set of system parameters, and a common set of system parameters defined in Tables 1 and 2 of section 4, respectively.  The unique set of system parameters include: designation of synchronous or asynchronous operation, frequency of operation, useable bandwidth, reuse pattern, the type of hopping (baseband or RF), the voice codec, whether the system is blocking limited or soft-limited, the modulation combinations of interest for the desired and interfering signals, and the cell radius.  The common set of parameters include such parameters as: number of sectors per site (3), BTS antenna pattern, propagation model, standard deviation of log-normal fading, etc.  The following will briefly describe each of the configurations along with a discussion of some of the common parameters that may need additional explanation beyond that provided in Table 2 of section 4.  Note all of the configurations are primarily concerned with the performance of SAIC on the hopping layer.  This is where SAIC is expected to give its maximum voice capacity gain, and thus, is the primary emphasis of this study.  SAIC will also provide benefits for BCCH carriers – e.g. in terms of link frame erasure rate for SAIC users – but because of the typical sparse reuse pattern (4/12) the capacity gains will not be as high as on the hopping layer.  The metric used for evaluation of voice performance is frequency load, which is defined herein to be the number of erlangs carried over the number of hopping time slots.  For example, for a sector with 6 hopping carriers, a frequency load of 40% corresponds to 19.2 erlangs of traffic .Note the terms frequency load, effective frequency load, and load are used interchangeably in this section.

Configuration 1 is representative of a typical ‘European’ deployment of GSM at 900 MHz.  Asynchronous operation is assumed with a total bandwidth of 7.8 MHz.  The BCCH is deployed in a 4/12 reuse pattern and thus, requires 2.4 MHz of bandwidth.  The remaining 5.4 MHz of bandwidth is deployed in a 3/9 reuse pattern, which implies three frequencies per sector not counting the BCCH frequencies.  Baseband hopping is assumed, which implies that the voice traffic channels hop through the BCCH frequencies.  The speech codec is the AMR FR at 12.2 kbps, which is assumed to provide performance nearly equivalent to the FR and EFR.  The reuse pattern is sparse enough so that a blocking limit of 2% is specified.  The modulation combinations of interest are GMSK/GMSK and GMSK/8PSK, where the first entry is the desired signal and the second entry is the interferer.  A 500 meter cell radius is assumed.

Configuration 2 is representative of a GSM deployment of limited spectrum as might be encountered in the United States.  Both synchronous and asynchronous networks are of interest.  Frequency of operation is 1900 MHz with a total bandwidth of 1.2 MHz deployed in a 1/1 reuse pattern for the hopping layer. This implies six hopping carriers per sector over which random RF hopping is deployed. The tight reuse implies that the capacity will be soft-limited by the interference generated as opposed to a hard blocking limit encountered in sparser reuse.  Thus, the fractional load at which the network is operated is the primary performance measure.  The AMR 5.9 FR and HR speech codecs are assumed. The modulation combinations of interest are GMSK/GMSK, GMSK/8PSK, 8PSK/GMSK, and 8PSK/8PSK. The cell radius is assumed to be 1000 meters.

Configuration 3 is also representative of a GSM deployment of limited spectrum as might be encountered in the United States, but with greater spectrum availability than that of configuration 2. Synchronous operation is the primary interest while study of asynchronous operation is optional. The frequency of operation is 900 MHz
 with a total of 2.4 MHz deployed in a 1/1 reuse pattern for the hopping layer. This implies twelve hopping carriers per sector over which random RF hopping is deployed. As with configuration 2, fractional load is the performance measure and the speech codecs are assumed to be AMR 5.9 FR and HR. The modulation combinations of interest are GMSK/GMSK and the cell radius is assumed to be 750 meters.

Configuration 4 is another example of a possible ‘European’ deployment of GSM at 900 MHz. Asynchronous operation is assumed. The frequency of operation is 900 MHz and 7.2 MHz of bandwidth is assumed to be deployed in a 1/3 reuse pattern for the hopping layer. This implies twelve hopping carriers per sector over which random RF hopping is deployed. As with configuration 1, the AMR 12.2 FR speech codec is assumed and a 2% blocking limit is specified. The modulation combinations of interest are GMSK/GMSK and GMSK/8PSK. A cell radius of 300 meters is assumed. 

 All four network configurations are assumed to have three sectors per cell site, which corresponds to the vehicular environment deployment model given in UMTS 30.03. Each cell is configured with an antenna whose horizontal pattern corresponds to the pattern specified in UMTS 30.03.  The propagation model specified in UMTS 30.03 as the path loss model for the vehicular test environment is used for this study. The received signal is assumed to be affected by log-normal fading with a standard deviation of 6 dB for 900 MHz deployments and 8 dB for 1900 MHz deployments. Log-normal fading tends to be correlated over short distances and a log-normal correlation distance of 110 meters is assumed. Inter-site log-normal correlation is assumed to be zero. 

Voice calls are generated in the system simulator based on Poisson call arrivals and exponential call durations. The call arrival rate is set according to the frequency load that is to be simulated in the network. The mean call duration is assumed to be 90 seconds, with a minimum call duration of five seconds. A voice activity factor of 60% (including SID signalling) is assumed and discontinuous transmission (DTX) is assumed to be enabled in the network. 

Downlink power control (DPC) is enabled in the system simulator for all four network configurations. A common DPC algorithm for the SAIC Feasibility Study was not specified but it was agreed that the DPC algorithm used should be based on RXQUAL and RXLEV. All system level simulations assume a DPC dynamic range of 14 dB and a step size of 2 dB.

7.3.1 Satisfied User Definition

To determine voice system capacity it is necessary to define what is meant by a ‘satisfied user’.  During the study two definitions for a satisfied user were proposed and they are as follows:

Option 1:  The speech quality is measured over the duration of one call. The speech quality is considered satisfactory if the FER is not higher than 2% (the user is said to be satisfied). The network capacity is defined as the network load at which X% of the users are satisfied, where X = 95%, except where noted.

Option 2: The speech quality is measured over periods of 1.92 seconds (i.e., four SACCH periods). The speech quality (of one particular link) is considered satisfactory during the period if the frame erasure rate (FER) is not higher than 2%. The network capacity is defined as the network load at which the speech quality is satisfactory in X% of the measured 1.92 second periods, where again X = 95%, except where noted.

One must note that each option may have a different capacity for an identical system. [5] suggests the difference is small, but nonetheless caution must be observed when comparing results when different options were used.
7.4 System Level Simulation Results

The results for the system simulations are presented in Sections 7.4.1 and 7.4.2. Section 7.4.1 presents the results obtained during the feasibility study for 100% SAIC loaded systems versus a benchmark of a system with 100% conventional users
. Section 7.4.2 presents the impact of SAIC mobile penetration rate on the system’s performance and on the performance of non-SAIC users.  

7.4.1 System capacity for 100% SAIC mobile penetration

In the next six sub-sections results are presented for asynchronous operation for all four of the configurations, and synchronous operation for configurations 2 and 3. Synchronous system performance results may be expected to match closely with what will be seen in actual deployments. However, for asynchronous networks, the system results may only be approximate due to the complex nature of the link-system mapping in asynchronous networks [6]. The general trends shown for the asynchronous network cases should, however, hold when a real network is deployed, but the absolute capacity of those networks may be different.

7.4.1.1 Configuration 1 – unsynchronised network

In this section, results are shown for configuration 1 under asynchronous operation. The loads corresponding to 95% satisfied users are shown in Table 7.1 for 100% conventional mobiles and 100% SAIC mobiles.  The number in () defines the option used for the satisfied user definition.  The percentage gain is also shown in the table as the ratio of the respective loads.   The satisfaction percentage as a function of load is shown in Figure 7.1 for an SAIC receiver and a conventional receiver both at 100% penetration.  

	
	LOAD for which 95% of Satisfied Users is reached.

	Source
	100% Conventional
	100% SAIC mobiles
	Percentage Gain

	Nokia
	
	
	


Table 7.1. LOAD when 95% Users were satisfied
	[Insert figure]

	Figure 7.1. SAIC vs. Conventional Receiver Capacity as a function of system load. (Sample)


7.4.1.2 Configuration 2 – synchronised network

In this section, results are shown for configuration 2 under synchronous operation.   The loads corresponding to 95% satisfied users are shown in Table 7.2 for 100% conventional mobiles and 100% SAIC mobiles.  The number in () defines the option used for the satisfied user definition.  The percentage gain is also shown in the table as the ratio of the respective loads.   The satisfaction percentage as a function of load is shown in Figure 7.2 for two types of SAIC receivers and for penetration rates of 50 and 100%, respectively.  Performance for 100% conventional mobiles is also shown in the figure.  Note the effects of mobile penetration rates other than 100% will be discussed in section 7.4.2. 

	
	LOAD for which 95% of Satisfied Users is reached.

	Source
	100% Conventional
	100% SAIC mobiles
	Percentage Gain

	Motorola

	34.75 (1)
	47.25 (1)
	35.9 (1)


Table 7.2. LOAD when 95% Users were satisfied
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Figure 1.2.- System Performance for Synchronous – Configuration 2 [7]

	


7.4.1.3 Configuration 2 – unsynchronised network

In this section, results are shown for configuration 2 under asynchronous operation.   The loads corresponding to 95% satisfied users are shown in Table 7.3 for 100% conventional mobiles and 100% SAIC mobiles.  The number in () defines the option used for the satisfied user definition.   The percentage gain is also shown in the table as the ratio of the respective loads.   The satisfaction percentage as a function of load is shown in Figure 7.3 for two types of SAIC receivers and for a conventional receiver all at 100% penetration. 

	
	LOAD for which 95% of Satisfied Users is reached.

	Source
	100% Conventional
	100% SAIC mobiles
	Percentage Gain

	Motorola
	34.00 (1)
	43.25 (1)
	27.2 (1)


Table 7.3. LOAD when 95% Users were satisfied
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	Figure 7.3.  System Performance for Asynchronous -Configuration 2[7]


7.4.1.4 Configuration 3 – synchronised network

In this section, results are shown for configuration 3 under synchronous operation.   The loads corresponding to 95% satisfied users are shown in Table 7.4 for 100% conventional mobiles and 100% SAIC mobiles.  The number in () defines the option used for the satisfied user definition.   Note that Nokia elected to evaluate both satisfied user options and although the loads supported were found to be different, the relative gains were found to be the same.  The percentage of bad quality calls, which is equal to 100 minus the satisfaction percentage
, is shown in Figure 7.4 as a function of load for an SAIC receiver and a conventional receiver both at 100% penetration. 

	
	LOAD for which 95% of Satisfied Users is reached.

	Source
	100% Conventional
	100% SAIC mobiles
	Percentage Gain

	Motorola
	33.50 (1)
	48.75 (1)
	45.5 (1)

	Nokia

	20.9  (1)

22.4 (2)
	32.0 (1)

34.3 (2)
	53.1 (1)

53.1 (2)

	Siemens
	41.0 (1)
	56.5 (1)
	37.8 (1)

	Cingular
	35.8 (2)
	51.2 (2)
	42.8 (2)


Table 7.4. LOAD when 95% Users were satisfied
The figure below is for 65 degree antennas.  Please replace with the one for 90 degree antennas since all of the other results in this section (7.4.1) are based on this latter assumption.  We can put the 65 degree results in section 7.4.3, which covers additional results.
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	Figure 7.4 Example SAIC capacity gain of two SAIC receivers w.r.t. two conventional receivers for 100% SAIC terminal penetration [GP-030040]


7.4.1.5 Configuration 3 – unsynchronised network

In this section, results are shown for configuration 3 under asynchronous operation.   The loads corresponding to 95% satisfied users are shown in Table 7.5 for 100% conventional mobiles and 100% SAIC mobiles, along with the respective gain.  The number in () defines the option used for the satisfied user definition.   The satisfaction percentage is shown in Figure 7.5 as a function of load for an SAIC receiver and a conventional receiver both at 100% penetration. 

	
	LOAD for which 95% of Satisfied Users is reached.

	Source
	100% Conventional
	100% SAIC mobiles
	Percentage Gain

	Motorola
	29.75 (1)
	40.25 (1)
	35.3 (1)


Table 7.5. LOAD when 95% Users were satisfied
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	Figure 7.5. SAIC vs. Conventional Receiver Capacity as a function of system load.[7]


7.4.1.6 Configuration 4 – unsynchronised network

In this section, results are shown for configuration 4 under asynchronous operation.   The loads corresponding to 95% satisfied users are shown in Table 7.6 for 100% conventional mobiles and 100% SAIC mobiles, along with the respective gain.  The number in () defines the option used for the satisfied user definition.   The satisfaction percentage is shown in Figure 7.6 as a function of load for a SAIC receiver and a conventional receiver both at 100% penetration. 

	
	LOAD for which 95% of Satisfied Users is reached.

	Source
	100% Conventional
	100% SAIC mobiles
	Percentage Gain

	Motorola
	49.50 (1)
	66.50 (1)
	34.3 (1)


Table 7.6. LOAD when 95% Users were satisfied
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	Figure 7.6. SAIC vs. Conventional Receiver Capacity as a function of system load. [7]


7.4.2 Impact of SAIC Mobile Penetration

In section 7.4.1, voice system capacity results were presented assuming 100% penetration of SAIC capable mobiles (except for Figure 7.2, which did show some results for a 50% penetration rate).  In this section we investigate the effects of SAIC mobile penetration on system capacity.  Figure 7.7 shows the system capacity as a function of the frequency load for configuration 3 under synchronous operation as the SAIC terminal penetration rate goes from 0% to 100%. The results shown in Figure 7.7 are based on the Philips SAIC and Philips conventional receivers [2].  As the SAIC terminal penetration increases the overall system capacity gradually starts increasing with the peak capacity obtained at 100% penetration.   The resulting gains in system capacity as a function of penetration are shown in Figure 7.8.  The gains shown are with respect to a network with 0% SAIC terminal penetration (i.e. all terminals are conventional receivers). Capacity gain due to SAIC is not linearly related to SAIC terminal penetration. Hence, for low to moderate terminal penetration rates, SAIC is expected to provide its primary benefit in terms of immediate improvement in call quality (and GPRS throughput) of SAIC-enabled terminals, with the secondary benefit of modest system capacity gain. For high terminal penetration rates, SAIC is expected to provide both, improvement in call quality of SAIC-enabled terminals as well as large gain in overall system capacity.      

In Figure 7.9 results are compared from Cingular (SBC Labs), Motorola, and Siemens as presented in GERAN contributions [2] [3] and [4]. This comparison is not totally normalized because the results generated by Motorola and Siemens are based on FER averaged over the entire call duration (option 1), while the Cingular results are based on FER averaged over 1.92 seconds (option 2). Another difference is that the Cingular results are based on Philips’ SAIC algorithm while those of Motorola and Siemens are based on their own respective SAIC algorithms. Nevertheless, such a comparison is useful to validate the non-linear nature of the relationship between SAIC terminal penetration and SAIC capacity gain. In spite of the difference in assumptions, all three sets of results show a similar non-linear relationship between system capacity gain and SAIC terminal penetration. More importantly, all three show a significant SAIC gain at 100% penetration.  
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Figure 7.7.  System capacity versus SAIC terminal penetration rate for Configuration 3 [GP-032588]
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Figure 7.8. Gain in system capacity versus SAIC terminal penetration rate for Configuration 3 [GP-032588]
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Figure 7.9:  Comparison of results presented at TSG-GERAN [GP-032588]

In addition to investigating the effect of mobile penetration on system capacity, this study also examined the effect of penetration on the non-SAIC or conventional, legacy mobiles. Figure 7.10 shows results developed by Cingular for configuration 3 [9], which illustrate the outage probabilities experienced by non-SAIC terminals, SAIC terminals, and the total population of terminals for SAIC terminal penetration rates ranging from 0% to 100% for a fixed FL = 50%. Obviously, the 50% FL is too high for the lower SAIC terminal penetration rates, which is why the outage probabilities are large for those cases. For the 100% penetration rate, the outage probability falls below the target of 5%. 

The results of Figure 7.10 indicate that the outage probability experienced by non-SAIC terminals decreases as the SAIC terminal penetration rate increases. As the SAIC terminal penetration increases, it is believed that the downlink power control algorithm is able to drive down the power for an increasing number of mobiles. This can be seen in Figure 7.11, which shows the probability distribution functions of carrier power measured at the terminals as the SAIC terminal penetration rate increases from 0% to 100%. This decrease in power is believed to reduce the overall interference in the network as the SAIC terminal penetration increases, thus reducing the outage probability of non-SAIC terminals in the network.

Similar results developed by Nokia are shown in Figures 7.12 and 7.13, also for configuration 3 [10].  From these latter two figures, it is clearly seen that the presence of SAIC mobiles in the network also helps the conventional users. The SAIC mobiles are able to use lower power levels, which mean that they also transmit less interference to other users. This is illustrated in Figure 7.13 where the carrier and interference distributions are plotted. With increased (5% -> 95%) SAIC penetration the interference (and carrier) powers are decreased, leading to improved performance also for the conventional mobiles.
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Figure 7.10. Outage probability versus SAIC terminal penetration rate for 50% FL (Results for Configuration 3) [GP-032587]
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Figure 7.11. PDF of carrier power (dBm) for various SAIC terminal penetration rates (Results for Configuration 3) [GP-032587]
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Figure 7.12.  Changes in non-SAIC user experience as a factor of SAIC penetration rate for Configuration 3 [GP-032648, source Nokia].
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Figure 7.13.  Effect of SAIC penetration on carrier (C) and interference (I) power distributions.

7.4.3 Additional Results

In this section results are presented, which do not explicitly conform to the network scenarios defined in section 4, but are of interest nonetheless.

7.3.3.1 Effect of antenna patterns and Quality of Service (Qos) on system capacity

During the SAIC feasibility study, the effect of antenna beamwidth and QoS (satisfaction percentage) on system capacity results was discussed. The default antenna pattern specified in section 4 has a 90-degree beamwidth (at 3 dBi point), which may not be the best choice from a capacity point of view. The antenna pattern may also have an effect on the SAIC gains because it changes the DIR distribution experienced by the MS.  To give some insight into this issue, simulations were made with both a 90-degree and a more efficient 65-degree beamwidth.  The effect of different levels of QoS was also investigated.  Figure 7.14 shows the voice capacity gain of a system with 65 degree antennas as a function of SAIC terminal penetration, two different Quality of Service (QoS) measures (95% and 98% satisfied users), and the two satisfied user definitions specified in 7.3.1 (Option 1 = A, Option 2 = B).  As shown in the figure, the higher QoS (98%) actually translates into higher gain approaching 56% at 100% penetration compared to 46% for the lower QoS (95%). The effect of the two satisfied user definitions turns out to be fairly negligible.

Figure 7.15 also includes the effect of the two different beamwidths, and indicates that the antenna pattern does affect the SAIC gain, but that the effect is not that large. With a wider beamwidth the gains are actually 5-10% greater than the narrower beamwidth.  The reason for this is that although the narrow beamwidth supports higher absolute performance, there is actually less interference in the system to cancel and thus, the SAIC gain is not as large.  
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Figure 7.14. SAIC capacity gain as a function of SAIC penetration. A = call level averaging, B = 1.92 sec. averaging. 95% and 98% satisfied user ratios and 2% FER criteria.  [GP-032649].
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Figure 7.15. SAIC capacity gain with two different antenna patterns. A = call level averaging, B = 1.92 sec. averaging. 95% and 98% satisfied user ratios and 2% FER criteria.  [GP-032649].

7.5 The Effect of SAIC on GPRS Performance

Although the potential capacity gain of SAIC for GMSK voice services has been the primary focus of this study, it is also important to determine if SAIC will provide benefits for the GPRS packet data service as well.  Since GPRS employs GMSK modulation there will be an improvement in both the raw BER and BLER [11], and thus, there should be a corresponding improvement in throughput.  To verify this, system level simulations were conducted, which included a mix of speech and GPRS traffic.  Two data traffic models were defined - a web-browsing model and an FTP/MMS model.  The main parameters of the web-browsing model are summarized in Table 7.1 with a complete definition provided in [12].  This model is a hybrid model based on other existing models with suitable modifications for use on a GPRS bearer.  The model includes packet segmentation at the transport layer (TCP/IP), which is based on measurement data and published literature.  The model was tested with a system level simulator to verify realistic traffic patterns.  The second data traffic model is representative of FTP and MMS applications, and has characteristics very similar to speech traffic. 

	General parameters

	Parameter/algorithm
	Value
	Comment

	Downlink power control
	OFF
	

	Link adaptation
	OFF
	

	Coding scheme
	CS-2
	(For EGPRS: MCS-7)

	Number of slots in DL (max)
	3
	

	Session arrival 
	Poisson arrivals, ( =  5 calls/hour/terminal
	

	Traffic model parameters

	Variable
	Distribution
	Parameters

	Number of packet calls in a session
	Geometric with cut-off
	Mean = 5, cut-off  = 15

( => true mean ( 4.5)

	Packet call size [bytes]
	Pareto with cut-off
	( = 1.1; k = 2.25 (kBytes)

m = 225 (kBytes)


	Reading time between packet calls
	Geometric
	Mean = 5 seconds

	Number of packets in packet call
	Determined by IP packet size distribution and call size
	Mean = 18.3 

	Packet size
	Semi-empirical
	Mean = 577.2 bytes

	Packet inter-arrival time
	Geometric
	0.1443 seconds (for input bit rate of 32 kbps)


Table 7.1 Main parameters for web-browsing data traffic model.

In order to perform a system level simulation of GPRS it is necessary to define the stage 1 link-to-system level mapping as described for voice services in sections 6 and 7.2.  Extensive system simulations were conducted as described in section 5 to define the interference models, which were used in the link level characterization to produce the stage 1 mapping for voice services.  There was much to be gained if these voice stage 1 mappings could be reused for evaluating data performance, provided of course that the accuracy of the GPRS results were not compromised.  That the voice mapping can be reused is definitely the case for the FTP/MMS data traffic model since the characteristics are very similar to a circuit-switched voice connection.  However, this conclusion had to be verified for the web traffic model.  

In [13] system level simulations were conducted, which showed that the statistics of a combination of voice and web-browsing data users were quite similar to the voice-only statistics for network configuration 3 at 40% FL.  Table 7.2 summarizes those findings where the various ratios of the dominant co-channel interferer to the other interferers are shown for the baseline voice-only system, and what the voice and data user experiences for three different data loads.  As shown in the table the values of all of the interference ratios decreased by only 0.5 to 1.0 dB.  In addition [13] also investigated the effect on the CINR, DIR and DIR2 distributions, and found that the CINR at the 10% point decreased by about 1 dB, while the median values of DIR and DIR2 decreased by 0.5 to 0.7 dB, and 0.2 to 0.3 dB, respectively. These small differences in the interference ratios and shifts in the distributions are not expected to have much of an effect, if any, on the link-to-system level mappings.   We base this latter statement on the fact that the stage 1 mappings for voice at 40% and 70% FL for network configuration 3 were nearly identical, and the difference in interference ratios between these two loads was of the same order (1-2 dB) as the differences between voice-only and voice plus data described above.  Thus, the voice-only stage 1 mapping can be used for the web traffic model defined herein.

	Interference Ratio
	Baseline – Voice
	Voice plus Data

	
	
	Voice Users
	Data Users

	
	
	30
	60
	90
	30
	60
	90

	Ic1/Ic2
	7.3
	6.8
	6.7
	6.7
	6.9
	6.8
	6.8

	Ic1/Ic3
	12.7
	12.0
	11.8
	11.8
	12.0
	11.9
	11.9

	Ic1/Icr
	13.0
	12.1
	11.8
	11.8
	12.2
	11.8
	11.9

	Ic1/Ia
	15.1
	14.9
	14.6
	14.7
	13.7
	13.2
	13.6

	Ic1/Iar
	18.4
	17.7
	17.3
	17.4
	17.1
	16.7
	16.8


Table 7.2.  Interference ratios in dBs comparing the baseline voice only and voice plus data for three different data loads (30, 60 and 90 web-browsing data users per sector) [GP-040225].

Having defined the data traffic models and stage 1 link-to-system level mappings required, one can now conduct system level simulations to determine the potential benefit of SAIC for GPRS.  The results of a system simulation for a mix of voice (70% of the traffic) and web-browsing data users (30%) are shown in Figure 7.16 for network configuration 3 [14].  Figure 7.16 depicts speech call quality and GPRS throughput as a function of the frequency load and penetration of SAIC terminals in the network.  The speech quality is defined in terms of the proportion of bad quality calls (100 minus the satisfaction percentage), averaged over SAIC and non-SAIC terminals.  The voice codec used was the AFS5.9 with DTX and a voice quality threshold of 2% FER.  The GPRS throughput is averaged over the duration of the session, and is also averaged over SAIC and non-SAIC terminals.  Figure 7.16 clearly shows that SAIC provides gain in both voice capacity and data throughput.  Figure 7.17 depicts the gain in GPRS throughput as a function of the frequency load and SAIC terminal penetration.  This latter figure shows that the relative gain is almost linear with frequency load for 100% penetration even though the absolute throughput is decreasing.  The range of throughput gain is a modest 2.5 to 13.5% for 100% penetration.    
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Figure 7.16. Speech and GPRS performance indicators for web data traffic.
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Figure 7.17.  GPRS throughput gain for web data traffic.

The results of a similar system simulation for a mix of voice and FTP/MMS data users in shown in Figure 7.18 for network configuration 3 [15].  As with the web traffic model simulation, Figure 7.18 depicts speech call quality and GPRS throughput as function of the frequency load, while Figure 7.19 shows the gain in GPRS throughput also as a function of the frequency load.  Figure 7.19 shows that the range of throughput gain for FTP/MMS traffic is 7-37% for 100% SAIC terminal penetration, which is quite a bit better than that achieved for web browsing traffic.  The most likely reasons for this latter difference are that the CIR values with web traffic are higher on average, thus less SAIC gain, and the shorter data bursts translate into a higher percentage of overhead, thus decreasing useful data throughput.  Nonetheless, SAIC supports throughput gains for both types of data traffic.
Insert results for either configuration 1 or configuration 4.  [image: image17.emf]
Figure 7.18. Speech and GPRS performance indicators for FTP/MMS data traffic.

[image: image18.emf]
Figure 7.19. GPRS throughput gain versus load for FTP/MMS data traffic..
7.6 Summary and Conclusions

In summary, SAIC is expected to provide system voice capacity gains for all four of the configurations studied, and for both synchronous and asynchronous operation as well.  What is particularly impressive is that gains were observed for a number of different SAIC receiver implementations and system level simulators.   The use of system level simulators has proven to be an effective method for evaluating the performance of new features like SAIC, and even though there were some differences between simulators, considerable effort was expended to make these simulators as representative of the real world as possible.  As noted, the synchronous results are expected to be closer to what will be observed in the field, than the asynchronous results.  Nonetheless, the gains shown for asynchronous operation do give the operators some confidence that gains will be realized in this environment as well.  

The study has shown that the greatest gains are obtained for tighter reuse patterns where there is more interference to cancel, and for synchronous operation where limited, interferer time delays result in better SAIC receiver performance.  The greatest gains are also achieved at 100% mobile penetration, although there are immediate benefits with the introduction of SAIC in terms of better voice quality and higher data throughputs.  As a side benefit, the performance of non-SAIC mobiles is also expected to improve as SAIC is introduced due to the lower BTS transmit power levels required, which results in less overall downlink interference.  SAIC was also shown to provide gains in GPRS throughput for both web-browsing and FTP/MMS type of applications.  In conclusion, the results of this section indicate that SAIC will provide significant gains in voice capacity and data throughput once 100% penetration is achieved, and that the impact to existing MSs is slightly improved performance as well.         

References 

[1] H. Olofsson, et al, ‘Improved Interface Between Link Level and System Level Simulations Applied to GSM’, IEEE Vehicular Technology Conference, 1997.

[2] GP-032588, ‘SAIC System Capacity Results’, Source Cingular.

[3] GP-032107, ‘Effect of SAIC Terminal Penetration on System Performance’, Source Motorola.

[4] GP-032023, ‘System Performance Results for SAIC’ Source Siemens.

[5] GAHS-032649, ‘SAIC network capacity with different antenna patterns and performance criteria’ Source Nokia.

[6] GAHS-030036, Ericsson, ‘Working assumptions for capacity estimation for SAIC in unsynchronized networks’, Chicago, USA 28-30 2003

[7] GAHS-030029, Motorola, ‘SAIC System Simulation Results’, Chicago, USA 28-30 2003

[8] GAHS-030030, Motorola, ‘SAIC link level results’, Chicago, USA 28-30 2003.

[9] GP-032587, Cingular, ‘Outage Probability due to SAIC for Legacy Mobiles’, Budapest, Hungary, 18-20 November, 2003.

[10] GP-032648, Nokia, ‘The effect of SAIC terminal penetration on non-SAIC terminal performance’, Budapest, Hungary, 18-20 November 2003.

[11] GAHS-030010, Cingular, ‘Draft Feasibility Study on Single Antenna Interference Cancellation (SAIC) for GSM Networks (Release 6)’, Atlanta USA, 8-9 January 2003.

[12] GP-040408, Nokia, ‘A GPRS traffic model for SAIC performance evaluation’, Reykjavik, Iceland, 2-6 February 2004.

[13] GP-040225, Cingular, ‘Effect of GPRS Traffic on Interference Characteristics for SAIC Link Level Evaluation’, Reykjavik, Iceland, 2-6 February 2004.

[14] GP-041057, Nokia, ‘SAIC gains with mixed speech and GPRS traffic’, Cancun, Mexico, 19-23 April 2004.
[15] GP-040909, Nokia, ‘The effect of SAIC on GPRS performance’, Reykjavik, Iceland, 2-6 February 2004.
� Although U.S. deployments would be better characterized at 850 MHz, there is little loss in accuracy using the European 900 MHz frequency.


� The definition of a conventional terminal and its performance differs between companies. For details on this discussion please refer to Section 6.


� Motorola’s performance here is for a receiver architecture denoted SAIC-A in [8]. A different receiver structure SAIC-B provides better SAIC system gains for synchronous networks.


� The 95% satisfaction percentage is equal to the 5% bad quality call percentage.


� Nokia numbers for AMR 7.4 codec. A direct comparison therefore should not be made with different companies’ performance, however the trend of showing gains for SAIC are still present.
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