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p-t-M with feedback for MBMS delivery:
overview
1. Introduction
In previous meetings a discussion has been started on the need and complexity to provide GERAN p-t-p bearers - together with p-t-M bearers - for MBMS delivery. 
Up to now, no definitive agreement has been reached on this topic.

The goal of this document is to outline an alternative way to address the (radio) resource optimization issue, without introducing GERAN p-t-p bearers.

2. Basic idea
Instead of providing:
1. a “full redundancy” p-t-M flow for the  “several users” case

2. and multiple p-t-p flows for the “few users” case

a scalable “p-t-M with feedback” strategy is proposed.
The advantages of this solution are expected to be the following:

· One unique delivery strategy (and transparent to SGSN!)
· Required bandwidth depends on retransmissions and is therefore somehow linked to the number of receivers 
(few receivers → possibly few retx → limited bandwidth

many receivers → more retx → increased bandwidth)

       (
Radio resource optimization can be achieved
For a few users per cell (but more than 1) overall bandwidth can be even lower than with individual p-t-p flows!
· All users in a cell are automatically perfectly synchronized (as with pure p-t-M)
· Applicable to both GERAN and UTRAN (only GERAN details will be given in the following)

On the contrary, the possible drawbacks (compared to the basic “p-t-M without feedback” solution) could be the following: 
· Likely limitation on DL TS configuration (considering that MS’s need some time to transmit)
· More difficult to maintain (loose) synchronization among different cells. This is true only compared to the pure p-t-M solution. Note that p-t-p is much worse.
Feedback is meant to enhance the p-t-M delivery, but the goal is not to realize a fully ack’d protocol. The idea is that, even if a feedback is received saying that some radio blocks were not received, retransmissions can anyway be skipped by the transmitter
In this way a single bad link does not necessarily hinder the overall p-t-M transmission.

Obviously, the basic problem is the definition of the feedback channel. 

In this document, 2 ways to provide feedback are proposed (for GERAN)

1. Nacks on a Common Feedback Channel 
2. PDAN-like solution

2.1. Nacks on a Common Feedback Channel

In this case, feedback messages are sent by all MS’s as access bursts on a Common Feedback Channel at a precise time:
· If a MS does not receive the block transmitted at time t, it will send an access burst at time t+Δt
· If a MS receives the block transmitted at time t, nothing is transmitted on the feedback channel at time t+Δt
(
If an access burst is detected at time t+Δt, the network realizes that the block transmitted at time t has not been received (at least) by one MS
If several MS’s send access bursts at the same time and they collide, there might be no problem since they all carry the same info (i.e. loss of block sent at time t). The information is not the content of the access burst, but the presence of the access burst itself. Therefore, a solution could be investigated where the access bursts are formatted in a way that enables the network to detect at least one of them, even during collisions, see Annex for a possible approach. Alternatively, or in conjunction with this, the network could infer that one or more MS’s have sent a nack from the increased received power on the feedback channel. In this case a power threshold should be properly set to try to filter out the contribution of noise or spurious interference. Note that if some spurious nack is detected, there is the risk to perform some useless retransmission – thus wasting bandwidth and reducing performance – but the overall procedure still works (only simulation results can show the relevance of this issue).
If n blocks are sent at time t, n different feedback channels are needed. In other words, every DL MBMS data channel (TS) has to be associated with a common uplink feedback channel. 

Note that for every uplink channel there are 4 opportunities to send access bursts (→4 feedback channels). As an example, Class 8 MS’s (4+1) allow transmission on 4 DL TS with all needed feedback capacity.
This solution shows some great advantages (especially when compared to the PDAN-like solution described in 2.2):
· No need to send TA information to MS’s to receive feedback
· All MS’s may send feedback, while staying in idle mode
· Cell change handling very simple, no TA & no reconfiguration; just additional NACK source in cell!
The only real drawback of this approach seem to be the:

· Possible high interference (on other cells) if several MS’s send many access bursts at the same time
Other possible issues are:

· Difficulty to detect the exact number of MS’s requiring the same retx (it could be important to prioritize retxs when some must be skipped)

· Radio resource sharing with other services (to fully exploit the dynamic bandwidth requirements of the “p-t-M with feedback” solution) might be more complex. For instance, if the timeslot configuration is shared with other TBFs, and (the header of) a radio block intended for another TBF is not correctly received by a MS listening to the MBMS p-t-M bearer, such MS will send a nack 

1. occupying the feedback channel even when not needed 


2. and creating some problems to the network that needs to acknowledge this nack as a spurious one.
2.2. PDAN-like solution

With this solution, feedback messages are sent by time-aligned MS’s in PDAN-like messages, after being polled by the network.
The network needs to keep time-aligned all MS’s sending feedback. (With legacy procedures) this can be done for up to 16 MS’s per PDCH.
The consequence is that, if there are too many MS’s in the cell, not all of them can be time-aligned/addressed, and therefore send feedback.
To take this into account, either the time-aligned MS’s are considered as a representative sample of the entire population, or the strategy should switch back to the basic “p-t-M without feedback” approach.
Other characteristics of this approach are that:

· The network cyclically polls different MS’s to receive feedback from them

· The information contained in every feedback message is no more binary (block x received/not received) but a complete bitmap

At the end, the possible advantages of this solution are:

· the possibility to detect the number of MS’s requiring the same retx (important to prioritize retxs when some must be skipped)
· probably easier to share resources with other services (this is closer to a normal TBF)

As already mentioned the problem with this solution is that:
· MS’s have to be time-aligned/addressed

1. This is not possible for all MS’s in all scenarios
2. MS’s sending feedback can hardly be considered in “idle mode”. To take into account this strategy, a solution should be found where this status is masked to the SGSN


3. Big Impact due to cell changes (to be carefully evaluated)
3. Conclusions

It is suggested to take into account a “p-t-M with feedback” solution as a possible way to address the resource optimization issue in GERAN. Two proposals for the definition of the feedback channel have been described. 
If a way to efficiently deal with collisions and avoid/reduce interference in other cells is found, the most promising approach seems to be the “p-t-M with nacks” solution. 

Morover, the p-t-M with feedback solution presented in this paper may well work in combination with outer coding techniques, see [2] [3]. 

Some preliminary simulation results are contained in a companion paper [4]. More detailed results will presented in future GERAN meetings.
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ANNEX - Burst design for the Common Feedback Channel 

One possible solution is for the BTS to measure the RF power received on the common feedback channel, and if it exceeds a certain threshold, then the corresponding block is detected as negatively acknowledged. The problem with this approach is that the BTS is unable to distinguish between the power of the bursts sent by the intended users and interference generated by neighbouring cells (e.g. by a traffic channel).

In order for the “NACKs” to be received correctly even in the event of collisions, it is proposed that a code sequence (such a Walsh-Hadamard, Gold sequences, Kasami sequences or m-sequences) is transmitted in the bursts (this may be the same structure as the existing access bursts or a new burst could be specified). Each cell is assigned a different sequence, for example based on the base station colour code (BCC). Each MS within the same cell, sending a NACK, sends the same sequence in its burst. Ideally, for good performance sequences for this application must have good auto-correlation and low cross-correlation.
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Figure 1: Example of “NACK” burst.

At the BTS, the sequence for the cell is correlated with the received signal. If peaks above a certain threshold are detected in the correlation, then this will interpreted as the reception of a “NACK” and corresponding block(s) may be retransmitted. Furthermore, based in number of peaks that exceed the threshold, the network can estimate the number of users that request the retransmission of the block. 

The difference between the “NACK” bursts proposed and the existing Access Bursts is that in this burst no higher layer information is contained. This information would be corrupted by collisions. The only information is given by absence or presence of the burst(s), where the presence of a burst signals an negative acknowledgement and therefore the request for a retransmission of certain block.

The advantage of this scheme is that no coordination between the users is required, so is suitable for all situations where the network has no knowledge of which users are receiving the service.
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