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1
Introduction

The purpose of this document is to represent the mechanisms proposed by Vodafone for the establishment, reconfiguration and release of resources as well as mechanisms for to allow user mobility in an MBMS session.

Firstly a generic establishment procedure is described which illustrates that in the initial establishment phase of MBMS each MS is allocated a point-to-point resource which can then be reconfigured into a point-to-multipoint channel to improve efficiency if enough MS are interested in the MBMS service.

The signalling used in the establishment mechanisms are then re-used as much as possible in the mobility procedures.

This document then briefly recommends procedures for the simple reconfiguration and release of the MBMS resources before proposing some working assumptions.

2
Resource Establishment

2.1
Packet idle mode
2.1.1
Establishment of Point-to-Multipoint resources
Figure 1 illustrates the signalling flows required to allocate a group of MS point-to-multipoint resources for MBMS.
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Figure 1 Establishment of point-to multipoint MBMS channel.

NOTE:
Messages 1 and 2 are sent by the SGSN to every BSC controlling cells in a Routeing Area where an MS joined to a specific MBMS service is located.

1. The MBMS PAGE message indicates the imminent start of an MBMS session. 
2. The Common ID Info message includes all the IMSIs of the MS in the Routeing Area which have joined this MBMS service and will be used for the paging co-ordination at the BSC.

3. The MS subscribed to the indicated MBMS session are paged/notified, informing them of start of an MBMS transmission. 

4. On reception of the Page/Notification MS A waits a random time and then requests the MBMS session and is allocated MBMS resources with the P2P MBMS Establishment procedure. The BSS uses this response from the MS A and others to ascertain the number of users on the cell interested in this MBMS service.

5. On reception of the Page/Notification MS B waits a random time and then requests the MBMS session and is allocated MBMS resources with the P2P MBMS Establishment procedure. The BSS uses this response from the MS B and others to ascertain the number of users on the cell interested in this MBMS service.

NOTE:
Steps 4 and 5 may overlap.

6. MS C sends a Request message, which is to request a channel to receive the MBMS service.

If the BSS decides that a point-to-multipoint resource would be more efficient and should be allocated for this MBMS session then the BSS completes steps 6 and 7.

7. The BSS allocates the point-to-multipoint resource on the common channels to the MSs which are still waiting to be allocated a channel (in this example MS C) and those waiting to respond (in this example MS D).

8. The BSS re-assigns MS A and MS B resources into the point-to-multipoint resource.

9. The BSS responds to the SGSN indicating that a flow is required to the BSC for this MBMS service.

2.1.2
Establishment of point-to-point resources

Figure 2 illustrates the signalling flows required to allocate an MS point-to-point resources for MBMS.
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Figure 2 Establishment of point-to-point resources

1. The MBMS Session RQ message indicates the imminent start of an MBMS session.
2. The Common ID Info message includes all the IMSIs of the MS in the Routeing Area which have joined this MBMS service and will be used for the paging co-ordination at the BSC.

3. The MS subscribed to the indicated MBMS session are paged/notified, informing them of the start of an MBMS transmission indicated by the TMGI.

4. On reception of this Page/Notification the MS waits a random time and then initiates the P2P MBMS Establishment procedure by requesting an uplink block.

5. The BSS allocates the MS an uplink block.

6. The MS requests the establishment of a downlink MBMS channel for the reception of the specified MBMS session indicated by the TMGI. The BSS counts this request message and request messages from other MS to find the number of users interested in this MBMS service on this cell so that the BSS can efficiently assign resources. The MS also includes the TLLI for identification.

7. The BSS assigns a downlink TBF to the MS and is addressed using the TLLI.

8. The BSS responds to the SGSN indicating that a flow is required to the BSC for this MBMS service.

If after completing cell reselection an MS receiving an MBMS service arrives onto a cell where it is more efficient for the MS to be assigned point-to-multipoint resources, it is proposed that the P2P MBMS Establishment procedure is reused (shown in Figure 2).

2.1.2 Establishment of point-to-multipoint resources

If after completing cell reselection an MS receiving an MBMS service arrives onto a cell that already has a point-to-multipoint channel established for that MBMS service, the BSS needs to assign to the MS these point-to-multipoint resources.

The point-to-multipoint establishment scenario very similar to the signaling flow diagram for P2P MBMS Establishment shown in Figure 2, the only difference is that the BSS would allocate point-to-multipoint resource to the MS in step 6.

2.2
Network/IMSI co-ordination

The Common ID Info message includes a list of the IMSIs of all MS subscribed to this MBMS service in the Routeing Area. After the BSS receives the Common ID Info message, the BSS uses the IMSI correlation feature standardised in R’99 to identify the MSs known by the BSS to be in dedicated mode, packet transfer mode or dual transfer mode. The BSS then systematically passes a notification to each of these MSs on the associated signalling channels (main DCCH or PACCH) indicating the start of the MBMS session.

2.3
Late user management

2.3.1
General

A mechanism may be required to draw MBMS subscribed users into an MBMS session in progress. The following scenarios could benefit from the use of ongoing service notification:

· MS finishes an incompatible, higher priority service during an MBMS session.

· MS returns to the MBMS Service Area during an MBMS session.

· MS joins during an MBMS session.

· MS returns to coverage during an MBMS session.

The BSS would have to be notified by the BM-SC that late joining (i.e. partial reception) is acceptable to the content of this MBMS service and this could be completed in the message that indicates the start of an MBMS service.

NOTE: If the MBMS sessions are to be concatenated or if long interleaving is used then the importance of late user management procedures may be very limited.

2.3.2
Periodic Paging

The BSS requires the ability to notify users subscribed to an MBMS service as per the above cases. The periodic paging method is a (perhaps modified) re-transmission of the initial paging message notifying users of the service. The modification to the initial page would be necessary such that MS wishing to ignore the first of the pages does not get pestered about the same session with each occurrence of a periodic page, but the user may want to be notified of the next MBMS session from this MBMS service.

3
Resource Reconfiguration

3.1
General

This section discusses the main aspects of the reconfiguration of the radio resource whilst in an MBMS session. The areas discussed include the scaling and reallocation of resources as well as the gathering of users onto a point-to-multipoint bearer.

Table 1: Scenarios of MBMS resource reconfiguration

	
	MBMS Service type in use in Target Channel

	
	Point to Point
	Point to Multipoint

	MBMS Service type in use in Source Channel
	Point to Point
	As today
	See sub-clause 3.4

	
	Point to Multipoint
	FFS
	Similar to today


P2P ( P2P:
The mechanism required to complete this reconfiguration is as today using the PACKET DOWNLINK ASSIGNMENT and PACKET TIMESLOT RECONFIGURE messages.

P2P ( P2M:
The re-configuration of the multiple point-to-point channels into a single point-to-multipoint channel is discussed in sub-clause 3.4.

P2M ( P2P:
The splitting of a point-to-multipoint channel into possibly multiple point-to-point channels is for further study and may be required for longer MBMS sessions for efficiency to be maintained, but if concatenation is to be used the loss in efficiency would be limited.

P2M ( P2M:
The mechanism required to complete this reconfiguration is similar to the one used today using the PACKET DOWNLINK ASSIGNMENT and PACKET TIMESLOT RECONFIGURE messages.

3.2
Change of timeslots or TRXs

The BSS completes the reconfiguration of the MBMS channel using existing procedures (e.g. PDA or PTR). In the case of the reconfiguration of the point-to-multipoint channel all the MSs are instructed with one command, directed to their shared identity, to move to the new configuration.

3.3
Point-to-Point → Point-to-Multipoint

The reconfiguration of resources from point-to-point to point-to-multipoint is completed using the procedures illustrated in Figure 3.
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Figure 3 The gathering of MS on point-to-point into a single point-to-multipoint MBMS channel

When the BSS decides that there are enough MSs on point-to-point bearers in a cell to warrant the reconfiguration into a single point-to-multipoint resource then the BSS assigns each MS separately the point-to-multipoint resource.

It is assumed that the point-to-multipoint and point-to-point application data streams are roughly synchronised (see Section 5), allowing the system to move users between point-to-multipoint and point-to-point resource with minimal data loss.

4
User Mobility

4.1
Introduction

The scope of this section is to cover the basic scenarios for the movement of MS between cells while trying to receive an active MBMS service. There are several possibilities when an MS changes cell during the reception of an MBMS service and the table below highlights the possibilities.

Table 2: Scenarios at cell change.

	
	MBMS Service type in use in Target Cell

	
	Point to Point
	Point to Multipoint
	Not in Service Area

	MBMS Service type in use in Source Cell
	Point to Point
	1) As today

2) PS handover
	1) Cell reselection + P2M establishment

2) PS handover
	Service reject

	
	Point to Multipoint
	1) Cell reselection + establishment

2) As 1) plus neighbouring cell info
	

	
	Not in Service Area
	Return to coverage
	


In all cases it is initially assumed that similar cell reselection procedures to those of Release 5 GPRS NC0 will be used. That is, the cell reselection is MS-centric with no measurements sent in the uplink. In the new cell, either procedures for the establishment of a point-to-point connection or point-to-multipoint channel are used (as proposed in section 2).

If PS handover is introduced, it could be used when the MS has a point-to-point channel in the old cell, irrespective whether the configuration in the new cell.

When the MS has a point-to-multipoint channel in the old cell, the possibility to send neighbouring cell (P)SI information in-band with the MBMS data needs to be investigated.

4.2
Normal Operation

Figure 4 shows a possible signalling flow for the resumption of the MBMS session after a cell reselection.
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Figure 4: Signalling diagram of cell change.

1. The MS is receiving the MBMS data stream.

The establishment signalling (messages 2 to message 6) is the same as used in the initial establishment of the MBMS service. 

2. The MS reselects to a cell as it does in straight GPRS.

3. The MS requests a channel on the (P)RACH.

4. The network assigns the MS an uplink block for transmission.

5. The MS requests the re-establishment of the MBMS session by sending the network a modified MBMS RESOURCE REQUEST message to the BSS. The MS provides the TLLI for MS identification and a TMGI for the MBMS service identification.

6. If the network already has a point-to-multipoint bearer allocated for this MBMS service (TMGI) in the new cell, then the network pushes the MS to listen to the point-to-multipoint downlink resources. Alternatively the network may allocate the MS a point-to-point connection for the transfer of the MBMS data. The entry of this MS from a different cell may cause the BSS to reconfigure all the point-to-point bearers for this MBMS service into a single point-to-multipoint bearer to maintain efficiency.

7. If required, the MS reconfigures the radio resources.

8. The MS continues reception of the MBMS data stream in the new cell.

4.3
BSC Provisioning

During an MBMS session an MS may move into a new BSC service area which is not being currently provided with the MBMS service. The BSC requests the MBMS service from the SGSN, and is then provided with the required flow.
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Figure 5: Signalling diagram of BSC provisioning.

1. The MS requests a channel on the (P)RACH.

2. The BSS assigns the MS an uplink block for transmission.

3. The MS requests the re-establishment of the MBMS session by sending the BSS a modified MBMS RESOURCE REQUEST message to the BSS. The MS provides the TLLI for MS identification and a TMGI for the MBMS service identification.

4. The BSC requests the MBMS service from the SGSN with the MBMS Session Required message.

5. The SGSN provides information needed by the BSC to provide the MBMS service to the MS using the MBMS Session Request message.

6. The BSC acknowledges to the SGSN that the MBMS session flow has been established correctly.

7. The BSS provides the MS with the configuration of the MBMS channel.

4.4
Neighbour Cell Information Provisioning

Before the MS moves cell, the MS could be provided with information about the MBMS channel on the target cell. The provision of neighbouring cell information can either be presented periodically or by request, in both cases the information should be applicable for a period of time and should be available to all users on a cell.

Advantages

· Reduced service outage at cell reselection.

· Alternatively, smaller redundancy / interleaving needed to offer a given QoS level.

Disadvantages

· Increase in the bandwidth used for signalling on the MBMS P2M channel.

· Increase in complexity.

4.6
Service Rejection

The BSS requires the ability to reject the MBMS establishment requests of MS that are outside the service area of an MBMS service. This process could be completed using the signalling shown in Figure 6.
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Figure 6 MBMS Service Rejection

The service reject procedure follows the normal establishment procedure until the BSS sends a MBMS REJECT message to the MS, instead of being assigned resources for MBMS.  The MS should not attempt to request the establishment of this service again until it has changed cell or receives a page for this service in the current cell.

5
Synchronisation Issues

The ability to provide a “loose synchronisation” of the content being transmitted at each cell is mandatory in the provision of effective cell change and bearer reconfiguration. If the application layer data streams on adjacent cells or between point-to-point and point-to-multipoint bearers are not synchronised then it will not be possible to keep the MBMS session up if there are cell changes or bearer reconfigurations. The data rate on the radio of the point-to-point and point-to-multipoint bearers will be different due to the additional redundancy needed to protect the unacknowledged point-to-multipoint flow.

Note that this loose synchronisation may not require additional functionality, as it may be achieved as a side effect of MBMS. MBMS is targeted to provide radio multicast for push, downlink services. The flow of information will start at the BM-SC and be sent to the necessary GGSNs, SGSNs, BSCs and RNCs. By reducing the buffering in the network the mentioned pseudo-synchronisation is achieved. This possibility still needs to be confirmed by SA2.

Variable buffering could be applied at the SGSN to allow the point-to-point flow to positioned compared to a constantly delayed point-to-multipoint flow. The combination of the fixed delay and variable delay allows the SGSN to position the point-to-point stream for a specific MS relative to the corresponding point-to-multipoint bearer for the MBMS service. 

Further details can be seen in Annex A

6
Release of resources

The release of the MBMS resource is proposed to be completed using existing signalling and procedures i.e. transmission of the PACKET TBF RELEASE or use of the countdown procedure. 

7
Conclusion

This document discusses generic solutions for the establishment of point-to-point and point-to-multipoint establishment of resources for an MBMS service. The same described procedures can then be used for the reconfiguration of multiple point-to-point into a single point-to-multipoint channel. It was also identified that the scaling, movement and release of resources can be completed with minimal changes to the existing GPRS procedures. 

Vodafone propose the following:

1. Point-to-point MBMS channels may be established before they are reconfigured, when needed, into a point-to-multipoint MBMS channel.

2. MSs that have answered the MBMS page or are still waiting to answer it, but have not been allocated a point-to-point MBMS channel, act upon the reception of a point-to-multipoint channel assignment on the common control channels.

3. After completing cell change, an MS having been receiving an MBMS service on the previous cell may request this MBMS service from the BSS before the reception of any periodic paging.

Annex A

A.1
Proposal

Vodafone propose to investigate whether buffers can be applied in the SGSN to allow the positioning of the point-to-point flow relative to the point-to-multipoint flow in a range of leading by x seconds and lagging by y seconds.

A common fixed delay of x seconds is introduced at the SGSN to the shared point-to-multipoint channel. A variable delay between 0 and (x + y) seconds is applied at the SGSN to each point-to-point stream.

The combination of the fixed delay and variable delay allows the SGSN to position the point-to-point stream for a specific MS relative to the corresponding point-to-multipoint bearer for the MBMS service. 

Basic principles:

1) At the start of an MBMS service MSs being supplied by a point-to-point bearer will be provided a point-to-point bearer with a 0 second delay and hence would lead the point-to-multipoint bearer by x seconds.

2) An MS being reconfigured from the point-to-point to the point-to-multipoint bearer would have x seconds to complete the transition before losing data.
3) The transition of an MS from the point-to-multipoint bearer to a point-to-point bearer would have to be completed within y seconds not to lose data.
4) An MS being reconfigured to a point-to-point bearer would be provided with a point-to-point bearer that has been delayed by (x + y) seconds. 
5) The transmission speed of the point-to-point bearer would be increased when necessary to decrease the delay to 0 seconds.
A.2
Implementation
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Figure 7 A representation of the new buffering at the SGSN
	A single buffer in the SGSN could be used per MBMS service for the point-to-multipoint and all the point-to-point streams. Each point-to-point stream would require a separate pointer indicating where on the buffer the next frame should be taken.

The buffer acts as a shift register, passing the frame down the line as then next one comes in, essentially storing a limited history of the stream. The eldest frame falls off the end of the register and is discarded.

The SGSN requires some time to move the MS from the lagging position to a leading position before another lossless reconfiguration can be achieved, but in the case when this is not possible then some reduction in service outage is still achieved. 

Any MS requesting an MBMS service after the service has commenced where there are insufficient MS on the MS’s cell to warrant a point-to-multipoint bearer will be allocated the delayed point-to-point stream.

For the point-to-point case: 

· When an MS requests the MBMS session and the SGSN does not have a context for the MS, the SGSN will start transmitting data to the MS with the maximum delay.

· When an MS requests the MBMS session and the SGSN does have a context for the MS, the SGSN will start transmitting data to the MS where it left off.


The following assumptions have been made:

a) Single flow from the BMSC per MBMS service.
b) The BSC is always trying to minimize the buffering for an MS receiving data on a point-to-point bearer for an MBMS service, providing greater radio resources when the quantity of data in the BSC buffer grows.

c) Existing flow control mechanisms can be used on the Gb interface, which try to minimize the buffer at the SGSN (this competes against the BSCs effort of trying to minimize the buffer in the BSC).

d) If the MS receives the same frame twice it will discard the second occurrence.

A.3
Operation

	
[image: image8.wmf]16

17

15

14

13

12

11

10

9

8

7

6

5

4

3

2

1

14

15

13

12

11

10

9

8

7

6

5

4

3

2

1

12

13

11

10

9

8

7

6

5

4

3

2

1

t

t

t

1

1

1

0

9

8

7

6

5

4

3

2

1

t

1

3

1

2

1

4

1

5

16

17

16

17

15

14

13

12

11

10

9

8

7

6

5

4

3

2

1

t

Higher Rate Tx  - to reduce

the P2P delay (buffer) to zero

RX

P2P -

zero delay

P2P -

(x + y) delay

P2M -

x delay

MBMS Reception

for an MS

P2M -> P2P

P2P->P2M

The blocks for the

MBMS service

1

3

2

4

5

6

7

y

x


Figure 8 Illustration of how the variable buffering at the SGSN can be used to protect against service outage at cell change.
	An example can be seen in Figure 2, which shows how the variable buffering reduces the service outage in reception of the MBMS service. The following numbers should help explain the process and correspond to the numbers in the figure.

1) The MS starts reception of the MBMS service on a point-to-point bearer with zero delay.

2) The MS is allocated a point-to-multipoint bearer. The cell change/reconfiguration takes fewer than x seconds.

3) The MBMS stream is then provided by a point-to-multipoint bearer, with the stream delayed by x seconds.

4) The MS again changes cell and is allocated a point-to-point bearer on the new cell. The cell change takes less than y seconds.

5) The MS continues the reception of the MBMS service on a point-to-point bearer delayed by x+y seconds.

6) The virtual buffer for this MS in the SGSN is then decreased and the associated delay of the stream is reduced from x+y seconds to zero seconds.

7) The MS continues to receive data from the SGSN with an associated delay of zero seconds.
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