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Support of ROHC in MBMS

1. Introduction

In [1], a recommendation has been proposed on the use of ROHC for MBMS.  This paper examines the consequences of this recommendation, and provides information on potential problems, and some solutions.

2. Background ROHC information

ROHC is defined in [2] and provides a mechanism for the compression of an IP plus higher layer protocol header.  ROHC is only specified for compression of RTP/UDP/IP, UDP/IP and ESP/IP.  Other header compression mechanisms can be used for other application protocols.  Although it is not yet clear which of these protocols will be used for “download and play” traffic, the principles which lead to MBMS do not lend themselves to the use of e.g. TCP/IP.

There are three modes of operation of ROHC, unidirectional, optimistic and reliable.  Both the optimistic and the reliable modes of operation require the use of a feedback channel from the decompressor to the compressor in order to operate.  This feedback channel is not available in MBMS, and hence only the U mode of operation can be considered.

3. Unidirectional ROHC

U mode operation of ROHC requires a periodic refresh of the context information.  This consists of sending full IP packets periodically to ensure that the decompressor and compressor have the same set of information to which deltas in the compressed header are applied.

The frequency at which these IR (Initialisation and refresh) events occur in U mode is not fixed, and should be set to ensure the best compromise between reduction in throughput and robustness.

4. ROHC in MBMS

Specific problems can be highlighted when using MBMS In ROHC, and these are listed below, along with a discussion about the severity, and possible workarounds to enable a satisfactory solution.

· Cell change

· Duplication of IP packets  

· Change from p-t-p → p-t-m and vice versa

4.1 Cell change

At cell change there may be a significant interruption to the data received by the MS.  This interruption may cause the decompressor to incorrectly extrapolate the IP header, causing all IP packets to be discarded until the next IR event.  

Since the interruption at cell change can range from 500ms to 5 seconds depending upon the cell change functions used (e.g. NACC), the severity of this problem will vary considerably.

Acceptable packet loss in ROHC is specified in [2], and for U mode a theoretical value is provided of 13 packets (29 packets if context repair is mandated).  Hence with different throughputs and packet sizes, the packet arrival rate can be approximated to the values shown in Table 1.

This shows that it may be possible, with careful IP planning, to mitigate the effects of packet loss due to cell change on the decompression context by choosing appropriate packet sizes for the data stream.  However, this is not the only constraint, and needs to be balanced with achieving the required SDU error rates which may need smaller SDU sizes.  

	
	IP payload size (octets)

	Stream data rate (kb/s)
	20
	100
	200
	400
	800
	1000
	1500

	5
	250
	50
	25
	12.5
	6.25
	5
	3.3

	10
	500
	100
	50
	25
	12.5
	10
	6.6

	15
	750
	150
	75
	37.5
	18.75
	15
	10

	20
	1000
	200
	100
	50
	25
	20
	13.3

	25
	1250
	250
	125
	62.5
	31.25
	25
	16.7


Table 1. Packets/second for regular IP stream
The values in table 1 show that only the shaded combinations of packet size and arrival rate would be able to maintain the decompression context after a single second interruption, and only if context repair was supported.  If context repair is not supported, then only combinations with an packet/s rate of <13 will survive the 1 second interruption.  Given that cell change can be significantly longer than 1 second, additional mechanisms will be required. 

This problem could also be lessened by increasing the frequency at which the  IR events occur, thus minimising the data loss caused by loss of compression integrity.  Clearly this is a network configuration issue, and not relevant for standardisation.

4.2 IP packet duplication

Each ROHC entity expects to receive only a single instance of each IP packet, and receiving a duplicate can cause the decompression entity to fail, leading to a loss of data until the next IR event.  This can be resolved by not providing any IP packet duplication in the redundancy mechanism for the MBMS data flow.

This problem may interfere with the correct operation of the scheme proposed in [4], since this relies on packet duplication in order to maintain synchronisation between p-t-p and p-t-m flows.  

4.3 Different flows for ptp and ptm modes of operation

Currently it has not been clarified whether there is a single flow or duplicate flows from the BM-SC to the SGSN/BSC, one for p-t-p and one for p-t-m.  If different streams are generated at the BM-SC, then the IP / application headers cannot be guaranteed to be the same.  Hence, switching between p-t-p and p-t-m will incur an interruption to the data stream until the next IR event when the compression context can be updated.
6. Conclusions
· Only a single stream should be provided from the BM-SC to allow for header compression to be used in both ptp and ptm mode of operation. 

· No duplication of IP packets should be used to provide redundancy or maintain synchronisation since to do so would very probably break the decompressor; or

· ROHC should not be used with MBMS.
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