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RIM Routing and Application Detection Mechanism  
1. Basics about Current RIM Design 

3GPP has introduced RIM in R5 to allow the information exchange between BSS nodes. 

The principles underlying the RIM design are as follow:

1. The 3GPP architecture follows a layered approach: 

· the RIM essentially provides the means to transport some Container Unit between arbitrary applications residing in the BSS nodes on the top of RIM; especially routing functionality is part of the RIM layer.

· the Application layer makes use of the transport services provided by RIM

2. RIM routing is based on the Cell Identifier of foreign cells hosted by other BSS nodes. Via Gb-interface, routing is performed in 2 steps:

· the receiving SGSN extracts from the received Destination-Cell-Identifier the RAI and deduces the destination SGSN hosting this RA

· the destination SGSN determines from the Cell Id the destination BSS and routes the RIM PDU to it

3. The application information is transported in Container Units, transparent to RIM

4. Two RIM procedures are defined in R5:

· the RIM Request (RIR) procedure:
the sending BSS requests information from the receiving BSS with the RAN-INFORMATION-REQUEST (RIR) PDU; 
example NACC: the container of the RIR PDU includes of a list of those cells, for which the sender wants to get system information data

· the RIM Send (RI) procedure:
after a BSS has received a RIR, one or several RAN INFORMATION (RI) messages are send back to the requesting BSS; the RI PDU carries the requested information; the requesting BSS may also send a RI to the receiving BSS.
example NACC: the requested system information data of the cells are transported in the container unit of the RI PDU

2. Issues to Solve

As discussed in [1] the recommendations TS 48.018 and TR 44.901 should be enhanced to cover the cases described below:

a) Usage of Cell Lists

The BSS knows the list of foreign cells for which it wants to exchange information, but usually not to which BSS node a specific foreign cell belongs.

Therefore, an efficient use of cell lists in the RAN INFORMATION/ RAN INFORMATION REQUEST messages is difficult. The implementation has to take care of a number of exceptions, which may arise because for some cases a clear description of the recipient behaviour is still missing in the standard (e.g. not all cells / no cell included in the cell list known to the recipient; when and which destination- / source-cell identifier is used is implementation dependent)

b) Cut-over of Cells

At the moment, TS 48.018 leaves the cases where a cell is cut-over or deleted open to implementation. 

These cases are particularly difficult to handle if such a cell was used earlier as source-cell in a RAN INFORMATION/ REQUEST PDU. The BSS which has received this earlier message may use this cell identifier as ‘Destination-Cell-Identifier’ for it’s RIM messages, unaware that the messages are routed to a different BSS node.

c) Application activation/ de-activation

According to the general concept, RIM may serve a number of different applications. These applications may be activated or de-activated (e.g. by O&M) at any time in any BSS.

Currently no description how to handle these cases is included in 48.018 or 44.901. The BSS has to rely on regular polling or on observation of other unspecific RIM PDUs to detect those cases. Moreover the application is defined only at cell level, not at BSS level. Therefore stopping an application at BSS level generates a lot of RI messages, each concerned cell in the BSS has to inform all its partners in the other BSS´s.

Although to do so is - in principle – possible, it makes implementation expensive and also leads to unnecessary network load (e.g. if polling is applied to discover such cases).

In [2] a CR was provided to introduce in R5 a minimal handling of these problems, means at least to signal that such an issue has occurred an that some configuration actions have to be triggered. This handling relies however on the fact that every application at cell level has to inform all its partners, generating a lot of messages with possibly redundant information and is far away from an optimum. The aim of the next chapter is to propose a better way to solve the above mentioned problems.

3. RIM Routing and Application Detection Procedure 

In this chapter a new RIM Routing Detection (RRD) procedure is proposed to cover these cases.Disclaimer: in the following the term R5 BSS or R5 RIM refers to a BSS with a RIM implementation following the R5 specifications. The term R6 BSS refers to a BSS with a RIM implementation following the presented proposal, and does not imply anything about the release it could be specified.

Whenever the RRD procedure is part of the RIM the approach with a new procedure was felt to be more ‘clean’ from the architectural point of view. It avoids a rather complex and patched description of the necessary enhancements (especially all possible exceptional cases) when staying in the framework of the existing procedures. Define new RIM PDU’s (as it would be appropriate to implement new RIM procedures) would lead to an impact of the CN and to inter-working problems between R5 and R6 implementations of RIM.

3.1. Assumptions and Concept Outline

The proposed concept is based on the following assumptions:

· The RIM Routing relies on the Cell Identifier available in the BSS (according to current standardisation).

· The number of relevant foreign BSS nodes is small (order of magnitude:  ~< 20 ).

· The RIM routing environment (e.g. the foreign BSS relevant for RIM) changes only slowly. Introduction/ deletion of BSS nodes or cells, respectively activation or de-activation of RIM applications are relatively rare events.

· A BSS node is able to determine the foreign cells for which information (by using RIM) has to be requested. (Example NACC: Relevant foreign cells are the neighbour cells hosted by other BSS nodes. Those cells are indicated via O&M).

· For RIM routing purposes each BSS node chooses one cell hosted by it and the correlated Cell-Identifier as ‘Routing-Cell-Identifier’, RCID. For RIM, this RCID serves quasi as ‘BSS-identification’: The RCID is included as source-Cell-Identifier in each RIM message sent by the BSS. Consequently – on the receiving side – the RCID may be used to identify a specific BSS node. 

· A new ‘RIM Routing Detection procedure’ (abbreviated below as ‘RRD’) is introduced. Starting from a list of foreign cells relevant for RIM, this procedure 

· determines the RCID of all BSS nodes relevant for RIM (i.e. the RIM routing addresses of the foreign BSS nodes); rf. to Ch.3.3
· determines which cells are hosted by a specific foreign BSS node; rf. to Ch.3.3
· caters for the maintenance of the gathered routing; rf. to Ch.3.4 to 3.8

· Additionally this new ‘RIM Routing Detection procedure’ 
· determines the applications active in the foreign BSS node; rf. to Ch.3.3
· caters for the maintenance of the application information; rf. to Ch.  3.4 to 3.8The RRD will use a new RIM Application Identity (let’s say ‘Appl=RRD’) and a new appropriately defined Container Unit.

· Further it seems appropriate to distinguish between the RIM Application Manager (RIM AM), which is able to issue a RIR (but also a RI), and the RIM Application Agent (RIM AA), which issues the RI, spontaneously or as an answer to a RIR. For each cell every combination is allowed (RIM AM only, RIM AA only, none or both) for each RIM application. But the RIM AA may behave differently from the RIM AM. In case both are present the behaviour of the cell is the sum of both behaviours.

The BSS structure may be represented as follow:
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Each RIM Application (a, b, c) is represented by a certain number of Managers and Agents handling the different cells. For example Application a is represented by 2 Managers Ma1 and Ma2 in cell n, one Agent Aa3 in cell n and one Agent Aa1 in cell p.

RRD is represented in each BSS where it is present by one Manager and one Agent working at BSS level which are always activated.

This representation does not put any constraints on the implementation of the applications.

It is the personal opinion of the author that the distributed Agents reflect quite well the behaviour of the BSS and of the various cells. The distributed Manager is more questionable, one manager per application and BSS could be a better representation, and it would be the job of the BSS Application Manager to distribute the information received in the RI to all cells which needs it. But the definition of the RIM procedure requires in the container unit the address of the destination cell(s).

3.2. Scenario Overview 

The following scenarios should be covered to ensure a consistent behaviour of the RIM Applications:

1. Start-up of a BSS, acquire the routing information needed for the RIM applications in this BSS

2. Activate/deactivate a RIM Application

3. Removal of a cell

· in the own BSS

· belonging to another BSS but known as neighbour cell in the BSS

4. Add a new cell

· in the own BSS

· belonging to another BSS but known as neighbour cell in the BSS

5. Change of the RCID

6. Deletion of the RCID

7. HW failure / Loss of the data base

3.3. Routing Detection 

The purpose of the RRD procedure is to:

· determines the RCID of all BSS nodes relevant for RIM (i.e. the RIM routing addresses of the foreign BSS nodes); 

· determines which cells are hosted by a specific foreign BSS node;  

· determines the applications active in the foreign BSS node;  

· caters for the maintenance of the routing  and application information; 

3.3.1. Routing Detection Procedure description
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Figure 1: Message flow for the Routing Info Detection procedure

1. E.g. after Start-Up of the BSS or some other trigger (O&M activation of a RIM application), RIM Routing Detection RRD is started for cell list ‘Appl-Cell-List’.
(In case of the application NACC, this Appl-Cell-List may be given by all neighbour cells hosted by neighbour BSS nodes, determined from O&M data.)

2. RIM checks it’s own database if – from earlier activities – routing information is already available for these cells. Cells for which no routing info is available are stored in the ‘Missing-Cell-List’. 
RIM sends the RAN-INFORMATION-REQUEST (RIR) PDU with the new RIM Application Identity ‘RRD’. One of the cells from the Missing-Cell-List is included as ‘destination Cell-Identifier’, as ‘source-Cell-Identifier’ the RCID of BSS-1 is included (according to the assumptions above). The ‘Missing-Cell-List’ IE signifies, for which cells routing information is requested.

3. According to the RIM routing mechanism, the RIM-Routing-Info-Req is routed to the BSS node hosting the ‘Missing-Cell’, say BSS-2. 
BSS-2 checks which cells contained in the ‘Missing-Cell-List’ are hosted by it and includes them in the ‘Hosted-Cell-List’. BSS-2 then sends the ‘Hosted-Cell-List’ together with the list of RIM-applications active in BSS-2 (‘Appl-List’) back to BSS-1 using the RAN-INFORMATION (RI) PDU. 
For later purposes, BSS-2 stores RCID-1 and ‘Hosted-Cell-List’/ ‘Appl-List’ send to BSS-1 (see below).

4. BSS-1 stores the information received from BSS-2 and acknowledges the receipt with the RAN-INFORMATION-ACK PDU. 
Comparing the cells received in the ‘Hosted-Cell-List’ with the original ‘Missing-Cell-List’, BSS-1 checks if routing information for all cells is now available. 
If not, a new ‘Missing-Cell-List’ is calculated and steps 2.) and 3.) are repeated (cf. to 2’.) and 4’.) ). 
If RIM Routing Detection is not supported by one of the receiving nodes, routing information for the respective cells cannot be obtained. Those cells are stored in the ‘Fail-List’, as explained in more detail in Ch.3.9. 

5. If routing information for all cells is available (respective the cells for which RRD or RIM is not available are detected, the collected information (i.e. RCID(n); Hosted-Cell-List(n); RRD-Unavailable-List, RIM-Unavailable-List ) is distributed.

3.3.2. RRD Procedure abnormal case: No Response to RIM-Routing-Detection

If the destination BSS or a SGSN needed for the transfer of the RIR PDU does not support RIM, the sending BSS will receive no answer the RIR PDU. 

As an implementation option, the sending BSS may repeat the request, to exclude temporary failures along the communication path.

If the exception case persists, RRD may conclude that for the impacted cells no RIM is available (e.g. store cells in ‘Unavailable-Cells-List’) and inform the own RIM applications not to repeat RIR for those cells.

3.3.3. RRD Procedure abnormal case: RAN Information Error Received

If transfer of the RIR PDU is possible but RRD is not supported by the destination BSS (e. g. because only R5 RIM is implemented in the destination BSS), the destination BSS will answer with a RIE PDU. 

An unique cause value (e.g. ‘Application Identifier Unknown’) shall be used.

RRD may conclude that RIM is available for the impacted cells, but no RRD is supported. It may store the cells in the ‘RRD-Unavailable-List’ and send appropriate information to the applications of the own BSS.

RIM Applications working with cells included in the destination BSS have to rely on a R5 implementation of the RIM.

3.3.4. Status at the end of the RRD procedure 

Having this information, the RIM application (e.g. NACC) is able to make an optimised use of cell lists in the RAN-INFORMATION and RAN-INFORMATION-REQUEST messages. 

It also has reliable information for which cells a peer application in the neighbour BSS node exists.

In case a BSS recognises that the information it provided to its neighbour BSS´s has changed, its RRD will trigger an update of the provided routing information to its peer application by sending a RI PDU. 

Several cases for a RIM routing maintenance are described in the following chapters.

3.4. Application Activation / De-activation at BSS level

Application Activation/Deactivation at BSS level is an O&M operation with a coarse granularity which frees or locks the usage of the application in the whole BSS. Typical use case scenarios are for example feature roll-out, activation of a new software load, field trial etc… The case where  in a BSS the application (Manager or Agent function) is not active in any of the cells belonging to this BSS is NOT considered as application deactivation, because the BSS is able to immediately activate them on request, e.g. on request of  O&M subsystem or at reception of a RIR of another BSS.

It should be noted:

1. the Application Activation/Deactivation at Cell level is done as specified in TS 48.018 in R5. The BSS will activate/deactivate internally the Application Manager which will issue a RIR (with a RIR Indication =  1/0). The Application Agent in the neighbour BSS will be activated/deactivated by the reception of this RIR and will issue a RI to inform its Application Manager about its activation/deactivation. The RI will contain the first container in the case of activation and the ´End´ Indication as specified in [2] to notify its deactivation.

2. Additionally the Application Agent will issue spontaneously a RI including the ´End´ Indication as specified in [2] to notify its deactivation to its Application Manager. 

3. The introduction of the RRD application does not change anything to this procedure.

4. RRD deactivation means that the complete RIM is deactivated, since the RRD Application cannot be activated or deactivated independently of the other parts of the RIM. 

The new procedure is not absolutely necessary to provide a working RIM, however it provides a mean to save a lot of network traffic load in comparison to the R5 solution and to shorten the transition phase in the case the Application is activated or deactivated at BSS level.

The drawback of this procedure is that the RRD has to keep book about the applications activated and deactivated in the neighbour BSS´s even if such applications are not active (as manager as well as agent) in its own domain. It is assumed however that the Application Activation / De-activation at BSS level is a rare event.

The advantages of the new procedure over the R5 implementation are:

1. In R5 a BSS can deduce from the fact that one of its cell has a manager or an agent working with any cell in the neighbour BSS that the application is active in this BSS. However starting from the deactivate state a BSS does not inform its neighbour BSS about the activation of the application. Therefore each RIM application in each cell which desire to create an agent in a cell belonging to the neighbour BSS has to poll the neighbour cell to be continuously informed, or O&M has to provide this information, what is not always easy in the case of multi-vendor environment.

2. Only one message per neighbour BSS is used to deactivate all the related Application Managers and Application Agents.

3. Only one message per neighbour BSS is used to inform all the Application Managers that they can restart their activity. Polling is no longer necessary

4. It is felt that some O&M cases (e. g. putting the cell under test, cell shutdown) may be cleaner handled  

3.4.1. Procedure description

The procedure is described as follows:
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Figure 2: RIM Routing Maintenance: Application activation/ de-activation

BSS-2 informs BSS-1 that the application(s) listed in the RI will be activated or deactivated.. In BSS-1 the RRD database is updated and the corresponding applications informed.

At reception of RIA BSS2 knows that the change is known in BSS1.

If RIA is not received then BSS2 should repeat the procedure till the corresponding RIA is received.

1. Deactivation case

The Application Agents in the BSS1 cells stop immediately the sending of RI to their respective Application Manager in BSS2 and become deactivated.

The Application Managers in BSS1 stop immediately their activity and become deactivated. The corresponding information carried by the RIM Application is no longer available respectively obsolete for the system.

2. Activation case

The deactivated Application Managers in the various cells belonging to BSS1 are informed and may re-start immediately if still needed.  

3.4.2. Interaction with a R5 RIM

The activation of a RIM Application at BSS level does not trigger any activity towards neighbour R5 BSS. RRD knows from the maintained routing information that the neighbour R5 BSS has no RRD active. Only the activation at Cell level will trigger the RIR procedure described in [1].

The deactivation of a RIM Application at BSS level consists of the deactivation of every RIM Application at Cell level as described on the top of this chapter.

The activation of a RIM Application in a neighbour R5 BSS does not trigger any activity towards the R6 BSS. Only the activation at Cell level will trigger the RIR procedure described in [1] towards cells of the R6 BSS.

The deactivation of a RIM Application in a neighbour R5 BSS level consists of the deactivation of every RIM Application at Cell level as described on the top of this chapter.

3.5. Cell Removed from BSS

The new procedure is not absolutely necessary to provide a working RIM, however it provides a mean to better maintain the routing information in comparison to the R5 solution and to shorten the transition phase.

The drawback of this procedure is that the RRD has to keep book about the cells in the neighbour BSS´s even no application related to this cell is active (as manager as well as agent) in its own domain. It is assumed however that the removal of a cell is a rare event.

The advantages of the new procedure over the R5 implementation are:

3. In R5 receiving a RI with a ´End´ Indication may be due to a deactivation of the application at BSS level or to a deactivation of the application at cell level or  to a removal of the cell. The exact cause has to be further investigated.

4. In R5 each Application Agent in this cell has to send a RI with a ´End´ Indication and each Application Manager in this cell has to send a RIR to deactivate its Application Agents. This procedure provide a mean to deactivate all the Application Managers and Application Agents related to the cell with only one message per neighbour BSS.

5. It is felt that some O&M cases (e. g. putting the cell under test, cell shutdown) may be cleaner handled  

3.5.1. Cell Removed from the own BSS

The behaviour is illustrated in the following figure:
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Figure 3: RIM Routing-Maintenance: Cell-Delete

BSS-2 informs BSS-1 about the deletion of the cell CID-n. In BSS-1 the impacted RIM Application(s) Agents are informed and deactivated. It should be noted that the deactivation of the RIM Application Managers should be triggered by the deletion of the same cell as Neighbour Cell in BSS1, but this may be let as implementation issue. 

It is proposed to let as implementation issue whether the RIM applications managed by this cell should first deactivate their agents before the cell is deleted.

It is proposed to let as implementation issue whether the RIM applications managed by this cell should be deactivated before the cell is deleted.

Since the O&M system cannot guarantee that the cell has been deleted as neighbouring cell in BSS1 before, BSS-1 should delay  the routing-detection for CID-n to discover the new BSS now hosting CID-n.

If RIA is not received by BSS2 the procedure should be repeated.

3.5.2. Cell in the neighbour BSS removed as neighbouring cell 

In this case O&M subsystem in BSS1 will inform RRD in BSS1. RRD will inform each RIM Application Manager in the concerned cells (those having this cell as neighbour) to deactivate the application. Each concerned Application Manager(s) should send a RIR to its Application Agent to deactivate the application in the target cell, because it is no guaranteed that the cell will be removed in tha eighbour BSS. However an answer to this RIR should be neither expected nor excluded, since it is not known in which state this RIR will be received by BSS2 (Application Agent still alive, Application Agent deleted but cell still known, or cell already deleted). 

It should be noted that the deactivation of the RIM Application Agents managed by  the deleted cell should be triggered by the deletion of the same cell as BSS2-Cell, as seen in the previous sub-clause, since the symmetry of the data base about neighbouring cell relationship is not guaranteed. It is possible that the system allocate cell a as neighbour to cell b, but not cell b as neighbour to cell a.

3.5.3. Interworking with a R5 RIM

RIM R5 has no means to inform the neighbour BSS about a cell deletion. RRD 

Cell deletion in a R6 BSS will trigger each RIM Application Manager  for this cell  to send a RIR to its peer Application Agents to deactivate each of them and each Application Agent for this cell to send a RI with a ´End´ indication to its RIM Application Manager in the R5 BSS as described in [2].

Deletion of a neighbour cell in a R5 BSS will trigger each RIM Application Agent and RIM Application Manager  for this cell  to be deleted. A RIR respectively a RI with a ´End´ indication may or may not be sent, the R5 partner should anyway support both cases.

If  a RIM Application Manager in the R6 BSS receives a RI with a ´End´ indication it should be deactivated after triggering the RRD procedure for the issuing cell to update the routing information.

If a RIM Application Agent in the R6 BSS receives a RIE PDU it should trigger the RRD procedure for the cell of its Application Manager.

3.6. Cell Added to a BSS

The main difference to the previous case is that the routing information has to be provided in the neighbouring BSS. As in the previous case the new procedure is not absolutely necessary to provide a working RIM, however it provides a mean to better maintain the routing information in comparison to the R5 solution and to shorten the transition phase.

The drawback of this procedure is that the RRD has to keep book about the cells in the neighbour BSS´s even no application related to this cell is active (as manager as well as agent) in its own domain. It is assumed however that the addition of a cell is a rare event.

The advantages of the new procedure over the R5 implementation may be explained here:

The problem is that adding a cell as neighbouring cell does not indicate anything about the parenting BSS. So every BSS getting the cell as neighbouring cell will start the complete routing procedure (with or without RRD) to discover the parenting BSS and this discovering is more than one RIR. Assuming 5 neighbouring BSS 5*4/2= 10 RIR messages will be sent in the worst case. The proposed procedure send only 5 RI reports, is quicker and cleaner. And the advantages grow with the number of neighbour BSS.

Even if it is possible that a new cell has less neighbouring BSS as the maximum possible number of neighbour BSS it is also possible to optimise the RRD process, e. g. using the list of the neighbouring cells of the new cell to sequence the RRD on. Even if some relationships may be not covered (e. g. because the reciprocity of the neighbouring relationships cannot be guaranteed) the procedure will save a certain amount of RRD messages.

It should be added that the relationships not covered by this procedure may be established later when the cell is added as neighbouring cell.

A further argument is that the procedures for Cell Removal and Cell Addition are complementary and should be introduced together. These both procedures decouple the acquisition of the Routing information (by RRD) from the RIM Application handling and support a clean layered design.

3.6.1. Cell Added to the own BSS

Adding a cell to the own BSS does not need to be expressively signalled to the neighbour BSS, the activity will be triggered by the addition of the cell as neighbour cell. However let each neighbour BSS discover the BSS owning the new cell may be quite expensive, since each BSS has to start the RRD procedure described until 3.3. In order to simplify the procedure a similar procedure as in the last chapter is proposed in the following figure:
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Figure 4: RIM Routing-Maintenance: Cell-Cut-Over / Cell-Delete

BSS-2 informs BSS-1 about the creation of the cell CID-n. In BSS-1 the RRD data base is updated and the impacted application(s) are informed. 

If RIA is not received by BSS2 the procedure should be repeated.

3.6.2. Addition of a neighbouring cell belonging to a neighbour BSS

It should be noted that the addition of a neighbouring cell may be totally decoupled from the creation of the cell itself in the neighbour BSS.

O&M subsystem in BSS will inform RRD. RRD will inform each RIM Application Manager in the concerned (neighbouring) cells, which may activate an Application Agent in this new neighbouring cell by sending a RIR. 

However at the date of creation of the new neighbouring cell the BSS may still ignore the parenting BSS. The RIR may be sent after a certain delay which also ensures that the cell is created in the target BSS when the RIR will arrive at its destination and that the routing information is available in the own BSS. If after this delay the routing information is still not available the R6 BSS should guess that the new neighbour cell belongs to a R5 BSS and send the RIR following the R5 procedure. 

3.6.3. Interworking with a R5 RIM

The addition of a cell to the own R6 BSS will not trigger any activity towards a R5 BSS, since the routing information  cannot be used by the R5 BSS.

The addition of a cell as neighbouring cell in a R6 BSS and its interaction with a R5 BSS is described in the last sub-clause.

The addition of a cell as neighbouring cell in a R5 BSS does not trigger any activity. Only the activation of a RIM Application towards this cell will trigger a RIR.

3.7. Change of Routing Cell

As explained in [1] changing the routing cell leads in R5 to an intensive exchange between the RIM applications to modify the used addresses.

The working assumption for this case is that the new Routing Cell is set when the old Routing Cell is still available (e. g. not deleted). The procedure is described in the following figure:
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Figure 5: RIM Routing Maintenance: Change of BSS Routing Cell

BSS-2 informs BSS-1 that the RCID2 will be replaced by the RCID2*. In BSS-1 the RRD database is updated. The RIM Applications in BSS1 use immediately RCID2* to address BSS2. Note that an ongoing procedure may use immediately RCID2* even if the procedure started with RCID2, because the routing function may use indifferently RCID2 or RCID2*

At reception of RIA BSS2 knows that the change is known in BSS1.

If RIA is not received then BSS2 should repeat the procedure till the corresponding RIA is received.

3.7.1. Interworking with a R5 RIM

All the RIM Application Managers of the R6 BSS managing a RIM Application Agent in a R5 BSS should be stopped and restarted with the new RCID.

As mentioned in the Chap. 1 no defined procedure is defined in R5 how an RIM Application Agent may inform its manager about the change of the RCID

3.8. Deletion of Routing Cell

It is proposed that this case is solved by sequencing first a Routing Cell Change and then a Cell Removal.

Since the O&M system has the information that this CID is used as RCID the sequencing may be implemented in the O&M. This is however an implementation issue.

3.9. Exception Handling

3.9.1. Equipment Failure with Loss of RIM-Routing Data

Consider the case that – after some kind of HW-failure/ recovery – the RIM Routing database is lost in a BSS, lets say in BSS-2.

It is assumed that after the recovery, BSS-2

· will use the same RCID

· will have the same active RIM applications as before the recovery

· will reach with a RRD procedure all BSS-nodes, which – before the recovery - may have sent a RIR to BSS-2;
Note: This is certainly true for NACC; if BSS-2 knows a neighbouring cell served by BSS-1, then BSS-1 knows at least one neighbouring cell which is served by BSS-2.
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Figure 6: Exception Handling after BSS-2 Equipment Failure with Loss of Data

The important point is that BSS-1 is informed with the flow above about the Equipment-Failure in BSS-2. 

Because RCID-2 identifies uniquely the BSS node, all applications may trigger an appropriate reaction. 

For example NACC may repeat all RIR, which it has issued earlier to BSS-2.

3.10. Open Issues

1. It is assumed that RIM Routing Detection will be also required for BSS to RNC communication and conversely.  This should be however be investigated more in detail. The time frame of UTRAN should also be taken into account.

2. It should be carefully investigated whether the new RRD procedure should be mandatory or  optional. Since the Container Units transported by RIM are transparent to the RIM it seems to be possible to define new RIM applications (e. g. for MBMS) on the top of R5 RIM without compromising the introduction of RRD. However the coexistence problems should be strongly limited to the inter-working between RRD and RIM R5. Any improvement of the RIM procedures and exception handling should be allowed only in the framework of RRD.

3. It is proposed to let as implementation issue whether the RIM applications managed by a cell to be deleted should be deactivated before the cell is deleted.

4. It is a working assumption that the cut-over of a cell cannot be done in one step but that the cell should be firstly deleted at the parenting BSS and then created again in a new BSS. 

5. It is proposed to adopt the activation/deactivation procedure at BSS level, the Cell Deletion and the Cell Addition procedures even if the system may work without it.

6. It is proposed to confirm the working assumption that the new Routing Cell is set when the old Routing Cell is still available.

7. It is proposed to solve the Deletion of the Routing Cell by sequencing first a Routing cell Change and then a Cell Removal.

4. Conclusions

The proposed RIM Routing and Application Detection (RRD) procedure is  believed to solve a number  of currently existing problems with the Release 5 RAN Information Management with a minimum of effort.

· RRD achieves unique routing to a BSS by selecting one of the hosted cells as ‘routing cell’ and using the correlated Cell Identifier (abbreviated as RCID) quasi as BSS identification.

· RRD allows to detect all foreign BSS´s with which a certain BSS has to communicate. It provides the information which BSS parents which cell and also which applications are available in which BSS without relying on tedious O&M input.

· This knowledge can be used by the applications to reduce the number of exchanged RIM messages considerably, thereby reducing the network load .

· Relevant changes in the network configuration and the activated RIM applications are propagated automatically and quickly by keeping the load induced by the RIM messages to a minimum. 

· Moreover, a number of ambiguities of the Release 5 standard listed in chapter 2 are removed, which will facilitate implementation and avoid the error prone handling of a number of exceptional cases.

· Because RRD is proposed to use a new Application Identifier, the CN is not impacted by RRD

· The compatibility of the new standard with R5 is ensured, allowing a smooth introduction of the new standard in existing networks.
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