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1. Overall Description:

GERAN2 thanks SA4 for the reply to the previous LS and for the clarification about the two distinct functionalities (network de-jittering buffer and pre-decoder buffer) that characterize the streaming client buffer.

GERAN2 acknowledges in particular that (according to TR 26.937 v.1.3.0, section 6.2.5.4):

· After negotiating the QoS paramenters, the Client decides the needed amount of de-jittering buffer, in order  to cope with a maximum delay variation equal to the “transfer delay” 
· “Start-up delay” (i.e. time shift between the sampling curve and the playout curve) is given by “transfer delay” + initial pre-decoder buffering period + transfer delay of the first packet (it is the reception of the first packet that triggers buffering at the client, but anyway this initial delay is low compared to the other ones)
· The network should be (obviously) responsible to guarantee as much as possible the negotiated “transfer delay”. Though, to enforce the application requested delay constraints, the network is expected to drop the packets that cannot be delivered in time (i.e. the ones whose delay variation would exceed the “transfer delay”)
Moreover GERAN2 would like to inform SA4 that GERAN is currently elaborating realistic values for the transfer delay for Streaming Services in GERAN.
2. Comments to chapter 6.2.3 of the TR 26.937
It is GERAN2s assumption that supporting packets sizes bigger than the negotiated LLC size (N201-U) on the Gb interface will not cause IP fragmentation as stated in the TR. Instead it will cause SNDCP to perform segmentation of the data into multiple LLC packets (See CH 6.7 of 44.065). This segmentation will introduce some overhead and increased loss rate over the Gb and Air interface, however it is our assumption that in most cases the impacts of this can be neglected. The IP layer is completely unaffected by the SNDCP segmentation. Performing IP fragmentation or Application level segmentation in order to avoid SNDCP segmentation will in most cases cause higher IP loss rates and introduce more overhead.

GERAN2 agrees with the general conclusion of the chapter 6.2.3 though that the best way to avoid any segmentation over the Gb interface is if the MS negotiate up the N201 parameter. This procedure is already supported in the standard today.
3. Actions:

ACTION to SA4 group: TSG GERAN WG2 would appreciate further feedback from TSG SA WG4 regarding the above considerations and in particular whether they could confirm that it is the preferred/assumed behaviour of the network to drop the packets whose delay variation would exceed the negotiated “transfer delay” for all Streaming QoS Class services.
TSG GERAN WG2 would like SA 4 to update the section 6.2.3 of the TR 26.937 to better reflect the differences between IP fragmentation and SNDCP segmentation as commented in section 2 above.
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