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6.2.3
Packet sizes

While there are no theoretical limitations for the usage of small packet sizes, implementors must be aware of the implications of using too small RTP packets. The usage of such kind of packets would produce three drawbacks:

1. The RTP/UDP/IP packet header overhead becomes too large compared to the media data;

2. The bandwidth requirement for the bearer allocation increases, for a given media bit rate;

3. The packet rate increases considerably, producing challenging situations for server, network and mobile client.

As an example, Figure Error! Bookmark not defined. shows a chart with the bandwidth repartition among RTP payload media data and RTP/UDP/IP headers for different RTP payload sizes. The example assumes IPv4. The space occupied by RTP payload headers is considered to be included in the RTP payload. The smallest RTP payload sizes (14, 32 and 61 bytes) are examples related to minimum payload sizes for AMR at 4.75 kbps, 12.20 kbps and for AMR-WB at 23.85 kbps (1 speech frame per packet). As Figure Error! Bookmark not defined. shows, too small packet sizes (<= 100 bytes) yield an RTP/UDP/IPv4 header overhead from 29 to 74%. When using large packets (>= 750 bytes) the header overhead is 3 to 5%.
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Figure 1. Repartition of bandwidth among RTP payload and RTP/UDP/IP header for different packet sizes

Implementors should also be aware of the implications of using large packets, and of the opportunity of setting limits for maximum packet sizes generated by PSS servers. In general it must be assumed that the larger the payload sizes the higher is the end-to-end latency for the reception of the packets at the PSS client. In case of usage of non-transparent layer 2 protocols, the retransmission procedure introduces an increasing delay jitter for increasing packet sizes for a given Layer-2 loss rate. This happens because the larger the IP packets, the larger is the number of layer-2 blocks subject to individual loss (if there are N layer-2 blocks, N>1, there is the chance of need to retransmit 0 to N layer-2 blocks, yielding a variable delay as N gets larger). 

Fragmentation is one reason for limiting packet sizes. It is well known that fragmentation causes 

· increased bandwidth requirement, due to additional header(s) overhead;

· increased delay, because of operations of segmentation and reassembly.

Implementors should consider the issues of avoiding/preventing fragmentation at any layer, whenever possible and controllable by the PSS server. In the following, we show one extreme example of fragmentation in different layers that should be avoided:

Example  (IPv4): 

IPv4 packet size = 1501 bytes 

Maximum IP packet size before fragmentation = 1500 bytes.

If a PSS server generates packets as above, every packet is splitted into 2 packets: one 1500 bytes long, and the second 28 bytes long (20 bytes for IPv6 header, and 8 bytes is the minimum fragment size at IP level). So, the transmission of 1501 bytes would require a total of 1500+28=1528 bytes, or about 2% more bandwidth requirement and double IP packet rate and packet loss rate.





A description of packet size limitations over Iu and Gb interfaces follows hereafter:

Implementors should be aware that a maximum SDU size of 1400 byte will avoid fragmentation over the Iu-ps interface. This is a conservative value to accommodate  the protocol layer header overheads. The possible overheads over the Iu-ps interface 

(GTP/UDP/lower-IP) are the following:

GTP main header = 12 bytes

GTP extension header = 4 bytes

UDP header = 8 bytes

IPv4 header = 20 bytes (without optional IPv4 fields), or

IPv6 header = 40 bytes (without optional IPv6 headers).

The maximum headers size is then 12+4+8+40=64 bytes. The MTU for IPv4 and IPv6 is 1500 bytes. So, the maximum SDU size would be 1500-64=1436 bytes. 1400 bytes is a safer value.

In order to avoid fragmentation of IP packets over the GERAN Gb interface it shall also be enough to use a maximum SDU size of 1400 bytes since SNDCP/LLC can handle packet sizes of at least 1500 octets without introducing IP fragmentation. This guarantees the same services can be supported both over the Iu and Gb interface. 






6.4.2
GERAN streaming bearer implementation options

6.4.2.1
Iu and A/Gb modes

In GERAN the GSM/GPRS/EDGE radio technology is utilized. The GERAN is from Release 97 and onwards connected via the Gb interface to the 2G PS CN. From Release 5 and onwards GERAN also support the Iu interface to the 3G PS and CS CN. Mobile stations using the Gb interface is said to operate in A/Gb mode and mobile stations using the Iu interface operates in Iu mode. 
In A/Gb mode the SNDCP/LLC protocols are used in the 2G-SGSN. SNDCP and LLC protocols provides unacknowledged and acknowledge service.

In Iu mode the PDCP protocol located in the BSS is used. The PDCP protocol in GERAN Iu mode is exactly the same as PDCP in UTRAN.
Both Iu mode and A/Gb mode use an RLC/MAC protocol located in the BSS. The RLC/MAC protocol of GERAN Iu is built using the RLC/MAC protocol of A/Gb mode and includes enhancements to support UMTS traffic classes.
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