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Streaming services: LLC Ack vs LLC Unack mode

Streaming services are characterised - among other things - by low transfer delay and reduced SDU error ratio. In TS 23.107 [1], where the value ranges actually reflect the capability of UTRAN, transfer delays as low as 250 ms and SDU error ratios up to 10-5 are specified. On the other hand, in TS 22.105 [2], where some practical service examples are provided, “start-up delays” around 10 seconds, “transport delay variation” of 2 seconds and “packet loss ratios” in the range of 2% are considered as acceptable. 

This paper provides a preliminary analysis to verify if a GERAN Gb mode network can achieve these figures, especially when dealing with cell changes.

Due to strict delay requirements, LLC unack mode (see [3]) is generally considered as the best solution to carry streaming services. On the other hand, unack LLC cannot cope in any way with packet losses, e.g. during cell changes. The option of using LLC ack mode [3] therefore needs to be reconsidered to avoid packet loss during cell changes. 

This paper contains some initial simulation results showing performance of LLC ack and LLC unack modes. 

1. Simulation model
A basic streaming service will be considered during the simulations, having the following characteristics:

· 1 RTP packet generated each 80 ms (12.5 RTP packets/sec)

· constant RTP packet size leading to an “RTP/UDP/IP/SNDCP/LLC packet” of 300 bytes

· streaming sessions lasting 100 seconds

With the above mentioned numbers a 30 kbit/s (at LLC layer) constant bit rate streaming service can be simulated.

Multislot class 4 (i.e. 3 DL TS, 1 UL TS) mobiles are considered here. For each session, three PDCHs are reserved over the radio interface to guarantee the required bit rate (i.e. 30 kbit/s). The adopted coding is CS2, providing a bandwidth of 12 kbit/s per timeslot, and therefore 36 kbit/s over 3 PDCHs (if BLER is zero!). 

It is assumed that the de-jittering buffer at the MS side has infinite size. Though, it is further assumed that the application starts reading after a “Buffering Time” of a few seconds since the reception of the first RTP packet (see also [4]). Note that in principle this assumption doesn’t put any constraint on the overall “transfer delay”, but only on the maximum “transfer delay variation”, that cannot be higher than the Buffering Time. In practice, since the transfer delay of the first RTP packet is low (compared to the Buffering Time), setting some Buffering Time value also puts a threshold on the acceptable transfer delay.

In the simulator, SNDCP, LLC and RLC/MAC layers are implemented in detail. Over the air interface, both directions (uplink and downlink) are simulated and control messages (PDAs, PUAs, etc.) are taken into account. RLC Acknowledged mode is assumed.

2. Simulations results with no cell change

In this section the case where the MS does not perform any cell change is considered. For each LLC mode several simulations were run. Each simulation is made of 100 streaming sessions. 

Furthermore, four different scenarios
 are considered:

1. BLER = 0 (ideal radio conditions)

2. BLER(CS1) = 0, BLER (CS2) = 2.5% 

3. BLER(CS1) = 0, BLER (CS2) = 5% 

4. BLER(CS1) = 2%, BLER (CS2) = 10% 

· LLC unack mode

Unack LLC is considered first. Three different values for the Buffering Time have been considered: 2, 4 and 6 seconds.  Consequently the “PDU lifetime” has been set equal to the buffering time. The “PDU lifetime” defines the remaining time period that the PDU is considered as valid within the BSS. If the PDU is held for a period exceeding the "PDU Lifetime" time period, the PDU shall be locally discarded [5]. Setting the PDU lifetime equal to the Buffering Time is needed not to waste resources trying to send PDUs that will be anyway discarded at the MS.

In figure 1, the mean RTP packet delay (measured at RTP protocol level) is shown for different Buffering Time values (and different PDU lifetimes) and for all the considered scenarios.
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Figure 1: Mean RTP packet delay

In figure 2 the complete CDF is shown for the case of Buffering Time set to 4 seconds.
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Figure 2: RTP packet delay CDF

The most important result is outlined in figure 3, showing the percentage of lost RTP packets, i.e. the percentage of packets that either weren’t received at all at MS RTP layer (i.e. lost or marked as corrupted by lower layers) or were received too late.
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Figure 3: Percentage of lost RTP packets

The first scenario (ideal radio conditions) is not reported in the graph because the number of lost RTP packets is always zero (as expected!).

As soon as the radio conditions worsen the percentage of lost RTP packets increases. It could be noticed that with the considered BLER values range, the average available bandwidth
 should be still enough to maintain the real-time requirements (i.e. convey the 30 kbit/s packet stream without introducing delays). In practice, even with reduced BLER, the RLC ARQ procedures may occasionally take enough time so that the LLC frames flow is temporarily delayed and some LL-PDUs may eventually be discarded at the BSS (according to the specified PDU lifetime). This is the main reason for the increased RTP packet loss.

Other simulations results (not shown here) demonstrate that increasing the PDU lifetime, the number of received RTP packets at the MS will also increase, though they will be “out of time” (i.e. they will arrive with a delay exceeding the "MS Buffering Time") thus wasting some resources over the air interface with no benefit.

From figure 3 it can be derived that in realistic scenarios, using LLC unack mode (and without over-dimensioning resources too much), SDU error ratios only in the range of         10-2-10-3  are feasible!

· LLC ack mode

The same simulations were also run using an LLC ack mode strategy. In this case a few parameters have to be properly chosen. To maintain real-time requirements the number of possible LLC retransmissions has to be limited: N200 has been set to 1 in the simulations (i.e. at most one re-transmission for each frame). This also means that if a given re-transmission fails again the LLC ABM mode needs to be re-established. Moreover, to make effective a possible LLC re-transmission (i.e. to ensure the corresponding RTP packet will be received “in time”) the retransmission timers (T200 and T201) are set to a shorter value than the Buffering Time (precisely T200/1 are set to “Buffering Time”/2). The PDU lifetime is set equal to T201.  

Again, an infinite buffer size (M) is assumed at LLC layer, while k (i.e. the “Maximum number of outstanding I frames”) is set to 16 (default value for SAPI 3) or 64.

Figure 4 and 5 show the RTP packet delay CDF for the case of Buffering Time = 4 seconds, assuming an LLC window size of 16 and 64. Figure 4 shows that as BLER increases k=16 tends to be too short, the LLC protocol stalls rather quickly and a lot of packets may wait for a long time in the LLC buffer before being transmitted over the air interface: once they get to the MS they will often be “out of time” and they will contribute to the number of lost RTP packets, see figure 6.

Adopting k=64 helps reducing the number of LLC stalls, fewer packets will wait in the LLC buffer and, if they get to the MS, they will generally be on time, see figure 5. Though, a lot of LLC re-establishment still occur causing again some not-negligible RTP packet loss, see figure 7. 

Even in figure 6 and 7 the first scenario (ideal radio conditions) is not reported, the number of lost RTP packets being zero even in this case. 

At the end, looking at figures 6 and 7, these preliminary simulations show that as long as no cell change occurs, in realistic scenarios and with the same number of reserved resources, LLC ack mode (with the considered parameters configurations) behaves worse than LLC unack mode, providing SDU error ratios around 10-1, probably not enough to convey practical streaming services.
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Figure 4: RTP packet delay CDF (k=16)
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Figure 5: RTP packet delay CDF (k=64)
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Figure 6: Percentage of lost RTP packets (k=16)

[image: image7.emf]2 3 4 5 6

10

-1

10

0

10

1

10

2

ACK LLC - WS=64 - N200=1 - T200 = MS Buffering Time/2

Lost RTP Packets (%)

MS Buffering Time (s)

 Scenario 2

 Scenario 3

 Scenario 4


Figure 7: Percentage of lost RTP packets (k=64)

Some of the identified problems with LLC Ack mode when supporting streaming services are:

· Time to establish/re-establish ABM mode 

· Need to re-transmit each and every un-acknowledged frame (intrinsic in the concept of “Ack mode”). If too many retransmissions are allowed, real-time requirements are hardly met, if few retransmission are allowed, several re-establishments may occur. 

· Data loss during re-establishments. According to [3]: in the case of LLC layer and peer-initiated re-establishment, the LLE shall issue an LL-ESTABLISH-IND primitive to layer 3 and discard all outstanding LL-DATA-REQ primitives and all queued I frames…
· Stronger dependency (than in LLC unack mode) on UL channel quality.

· Setting of proper values for all the possible parameters (N200, T201, k, etc.)

Other simulations were run increasing the maximum number of retransmission (N200=2) to reduce the impact of LLC re-establishments. The re-transmission timers (and PDU lifetime) were also set to higher values (T200/1 = “Buffering Time”), but the overall performances didn’t change too much
.

3. Simulations results with cell change

Other – preliminary! - simulations were run to analyse the impact of cell changes taking place during streaming sessions. In the following the assumption is that each RTP stream is affected by one cell reselection, introducing an interruption time of 1 second. Cell reselections may take place at different times during streaming sessions. 

· LLC unack mode

In this case it is assumed that a mechanism to re-route unsent LL-PDUs from the old cell to the new one is available. This is currently the case for intra-RA, intra-NSE cell changes (even inter-NSE if “Inter-NSE re-routing” is supported). For other cases (e.g. inter-RA, inter-BSC) some other mechanism would be needed. 

Only the actually unsent LL-PDUs are re-routed in these examples (and not the LL-PDUs that were in the transmission phase during the cell change!)
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Figure 8: Percentage of lost RTP packets (scenarios 1&4)

In figure 8 the percentage of lost RTP packets is shown when assuming ideal radio conditions (before and after the interruption time due to cell change) and for scenario 4, BLER(CS1) = 2%, BLER(CS2) = 10%. The case with no cell reselection (for scenario 4) is also inserted as a reference.
In the considered cases SDU error ratio grows up to 10-1 (in the worst scenario).

· LLC ack mode

In the LLC ack mode case no re-routing mechanism is assumed. 

In figure 9 the percentage of lost RTP packets is shown for scenarios 1&4. In both cases performances are quite poor (lost RTP packets in the range of 10% or higher). 

Again, this high percentage of lost RTP packets doesn’t mean that all these packets were actually lost in BSS buffers or over the air interface: most of them were simply received too late at the MS buffer (in other words, they didn’t meet the real-time requirements).
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Figure 9: Percentage of lost RTP packets (scenarios 1&4)

4. Conclusions

Both LLC AM and LLC UM have been investigated in terms of streaming service support, based on initial assumptions for appropriate parameter value settings, e.g. buffering times, packet lifetime, etc. 

It has been shown that in any case lower bounds for "SDU error rate" and "transfer delay" requirements currently specified in [1] are not realistic and should be reconsidered for GERAN.

Streaming services could be probably supported with LLC UM, but to reduce the packet loss during cell change further enhancements are needed.

These preliminary simulations suggest that LLC AM for streaming services shows some basic difficulties due to the need to meet delay and packet loss requirements at the same time. Other simulations with different parameter configurations has to be performed. In any case the feeling is that some enhancements would be needed to make LLC AM feasible for streaming service support.
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� CS1 is used for control messages, BLER is the same for UL and DL.


� if BLER is different from zero, the overall bandwidth (over 3 PDCHs) will be somewhat lower than 3 * 12kbit/s * (1 – BLER), due to PCU-MS RTT (assumed to be 120 ms) and the limited GPRS RLC window size (i.e. 64).





� They were generally worse but in the case of very low BLER (scenario 2) with Buffering Time = 6 s





