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1
Introduction

At the GERAN2 #11-bis meeting, a simplified model for the simulation of the impact of interruptions of the streaming service due to various kinds of radio outage was presented [TDoc G2‑020750 (Vodafone)]. This document could be seen as a reply to that presentation, where different aspects of the data-buffering model is elaborated a bit further. 

In particular, it is believed that a certain statistical variation of the radio link characteristics over the cell area should be considered. The bit rate that can be offered to a particular mobile station is usually higher than the bit rate that can be guaranteed with full coverage. Assuming that full coverage is required, these variations thus allow a streaming application to build up a play-out buffer that protects the presentation from the effects of temporary radio outage. This can be done also with a fairly short start-up time.

2
Observations

2.1
Important application requirements

The usefulness of any service is usually determined by a few common characteristics like: accessibility, reliability and cost. 

Regarding the services in a PLMN, the accessibility and reliability could be translated into coverage and the absence of dropped sessions; i.e., the subscriber should be able to activate the service wherever there is coverage for other services, like speech. Once activated, the service should run until successfully completed. Only occasional failures should be accepted in this respect.

Another important accessibility parameter is the start-up time. It could be assumed that subscribers are used to services that require a few seconds to activate. For instance, setting-up a speech call usually takes a few seconds. We could thus assume that a start-up time for a streaming service of a few seconds is quite reasonable.

Also the cost of the service could be relevant in this context: in order to be profitable, a commercial service needs to attract large numbers of users. To do that, the charging must be attractive and still provide a reasonable profit margin for the operator and the service provider. A consequence of that is that new services need to co-exist in the radio access network with all of the existing services (like: speech, SMS, etc.), roughly on the same radio link conditions. It is not economically feasible to put aside brand new spectrum for a new service. Therefore, new services will suffer from the same radio link conditions as the old ones: i.e., in all respect, essentially the same distributions of signal levels, C/I and fading conditions.

2.2
Bit rate requirement versus actual performance

It can be assumed that a (real time) streaming service requires a guaranteed bit rate, which is (at least) the same as the nominal bit rate generated by the application.

It can be assumed that full area coverage is required; i.e., given the capabilities of the mobile station, it shall be possible to provide the guaranteed bit rate throughout the normal coverage of the cell (e.g., for CS speech).

Using the usual assumptions regarding the radio link conditions, it could be assumed that a guaranteed bit rate of about 15 kbit/s per timeslot is possible, using an EGPRS TBF. For a mobile station supporting three downlink timeslots, it means that streaming applications requiring a throughput of up to 45 kbit/s could be supported, but essentially not more than that. Four timeslots would be better, but still limited to something like 60 kbit/s.

Note that this is the bit rate that can be guaranteed, given a requirement of full area coverage. In practice, the bit rates that can be offered on an EGPRS TBF very much depend on the radio link conditions. The actual bit rate that could be offered, based a single timeslot, may range from the minimum 15 kbit/s up to (theoretically) more than 50 kbit/s; typical bit rates could range from 20 to 25 kbit/s. It all depends on the physical characteristics of the radio link.

To summarise: for a mobile station supporting, e.g., three (3) timeslots, it is possible to provide guaranteed bit rate of about 45 kbit/s, whereas the actual bit rate that could be provided could typically range from 60 kbit/s upwards, all depending on the actual radio link conditions where the mobile station is presently located.

2.3
Radio link dropout

Although the network provides a certain guaranteed bit rate during normal radio conditions, short dropouts can never be completely avoided. Dropouts occur at cell changes. They may also occur due to fading radio conditions (tunnels, street corners, indoor diffraction, etc.) or temporary traffic congestion within a cell.

At a cell change, the actual bit rate drops to zero for a short period, typically, 2 – 3 seconds.

Within a cell, the actual bit rate might occasionally drop below the guaranteed bit rate for a short period. These periods might be longer than the typical interruption at a cell change, but on the other hand, the data transfer does not stop completely; a certain fraction of the guaranteed bit rate could still be available.

2.4
Loss-less transmission

Means for achieving a loss-less transmission is available by using LLC acknowledged mode. A reliable transmission of application data is provided. Recovery of data loss at lower layer is done at the expense of certain delay. The actual delay is determined by the acknowledgment and retransmission strategies applied by the LLC entities.

This observation is not elaborated further in this document, but it is seen as a potentially important pre-requisite for the provision a seem-less support of streaming services and the ability to recover from the data loss at lower layers that may occur, e.g., due to cell changes.

3
Aspects of designing a streaming application

3.1
General

Given that there is a business for streaming applications in the radio network, the quickest and cheapest way to provide such services must be building on the existing properties of the radio network. It means:

–
The application shall be designed for a bit rate equal to or lower than the guaranteed bit rate that the radio network can offer. For GERAN, this means that the application should be designed for a bit rate of about 45 kbit/s, or less (assuming a mobile station supporting EGPRS and utilising three downlink timeslots).

–
The application may take advantage of the fact that the actual bit rate that is offered by the radio network is usually substantially higher than the guaranteed bit rate. The fact may be used to recover from various dropouts that may occur on the radio link. It may also be used to shorten the typical start-up time.

In the following, a simple model for the operation of such a service is described.

3.2
Data buffering

The key to overcome the various dropouts that occur in the data transmission is a combination of data buffering and data recovery at the LLC layer. Data buffering is typically needed at different places:

–
Application data stored in the application server (remote entity at the network side);

–
Send and receive buffers within the LLC entities (SGSN and MS);

–
Send and receive buffers within the RLC entities (BSS and MS); and

–
Play-out buffer in the application client (MS).

The overall strategy should be to build up the play-out buffer to a level that is sufficient to sustain typical dropouts in the transmission. Starting the play-out could be done before the target level of the play-out buffer is reached. That reduces the start-up time, at the expense of a slightly higher risk of play-out failure just in the beginning of the session.

Building up the play-out buffer should be done as quickly as possible. That minimises the start-up time needed and also minimises risk of failures during the first seconds of play-out. During the first seconds of the session, the application server should thus feed the transmission with data at a rate substantially higher than the play-out rate. Assuming a certain start-up time in the client, the server is able to predict how long period of excessive feed rate is needed.

During the start-up phase and later on in the session, at potential radio link dropouts, the feed rate may temporarily be higher than the actual bit rate offered by the radio network. During those periods, data is buffered in the sending entities at the network side. The buffering capacity of those buffers needs to be in the same magnitude as the target level of the play-out buffer, otherwise data could be lost on the network side due to buffer overflow at a radio link dropout. That may happen before the play-out buffer is drained. If that happens, an irrecoverable loss of data occurs, although the play-out buffer might be large enough to sustain the interrupt.

It is assumed that there is normally a feedback channel from the client to the server. However, in the analysed model, the buffer management in the server does not use the information sent on the feedback channel. A pre-determined start-up time is assumed in the client and the feed rate from the server is modulated blindly, without regard to the status of the client. It is however quite evident that the feedback channel can be used to improve buffer management in the server significantly. A few hints are given in this document, but further investigation is needed.

In figure 1 below, a simple transmission model is illustrated. (The signalling and feedback channels are not shown.) In table 1, a number of transmission quantities for the simple transmission model are listed.
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Figure 1: Simple transmission model

The actual transmission rate ((t) is a function of the actual radio conditions, the feed rate ((t), the state of radio network buffer Bn(t) and the parameters for maximum and guaranteed bit rate, (m and (g:

–
Under normal radio conditions, as long as there is data in the radio network buffer, i.e.: Bn(t) ( 0, the radio network shall keep the transmission rate at the guaranteed bit rate or above. As far as the radio conditions allows, and with respect to the radio resources available, the network should keep the transmission rate as close to the maximum bit rate as possible, i.e.: (g ( ((t) ( (m.
–
Under normal radio conditions, if the radio network buffer is empty, i.e.: Bn(t) ( 0, with respect to the radio conditions, the radio resources available and the maximum transmission rate, the radio network should keep the transmission rate as close to the feed rate as possible, i.e.: ((t) ( max { ((t), (m }.
–
Under abnormal radio conditions (fading, cell changes, etc.), the network may temporarily reduce the transmission rate below the normal transmission rates, i.e.: ((t) ( min { ((t), (g }. During cell changes and other extreme conditions, the transmission rate may temporarily drop to zero, i.e.: ((t) ( 0.

The ratio between the maximum bit rate and the guaranteed bit rate, or actually: ((m ( (g)((g, is a measure of how much radio resources the network will admit to the mobile station in excess of the guaranteed bit rate. There is no obvious reason to restrict this. The total amount of information to be transferred during the session is the same, irrespective of this ratio. However, for practical reasons and also to protect background services from starvation, it may be useful to set a limit. For this analysis, a ratio of ((m ( (g)((g ( 0,5 is used.

It is assumed that the maximum and guaranteed bit rates are negotiated (PDP context activation) before the application is activated. Those parameters are made known to the application client in the mobile station and signaled to the application server at activation. The application client could also include the pre-determined client start-up time and the target level for the play-out buffer in the activation request, i.e.: (m, (g, Tsc and Bpp. For this analysis, it is assumed that Tsc ( 4s and Bpp ( 10s((0 (i.e., the play-out starts 4 seconds after the first data arrives and the pay-out buffer builds up to a level corresponding to a play-out of 10 seconds).

The application server should ensure that the guaranteed bit rate is sufficient for the play-out rate, otherwise the activation should be denied. For this analysis, it is assumed that they are equal, i.e.: (g ( (0. Based on this information, the application server is able to determine a suitable start-up phase:

Es ( ((m ( (0)( (0 ( 0,5
-- 
Excess feed rate limited by: (m 
 
((0 is equal to (g in this example)
Tss = (Bpp((0 ( Tsc) ( Es ( 12s
-- 
Given that: Bpp((0 ( Tsc
Table 1: Transmission quantities

	Quantity
	Description

	Nominal play-out time: 
Tp
	Nominal play-out time for the entire media clip.

	Nominal play-out rate: 
(0
	Nominal play-out rate for the media clip.

	Guaranteed bit rate: 
(g
	Guaranteed bit rate under normal conditions: (g ( (0.

	Maximum bit rate: 
(m
	Maximum bit rate allowed by the network: (m ( (g.

	Server start-up time: 
Tss
	Time that the server uses excessive feed rate.

	Server excess rate: 
Es
	Relative excess feed rate applied by the application server at start-up.

	Client start-up time: 
Tsc
	Time that the client waits after data starts to arrive until play-out is started.

	Target play-out buffer: 
Bpp
	Target level of the play-out buffer at steady state.

	Feed rate: 
((t)
	((t) ( (1 + Es)((0
t ( 0 … Tss; 
Es ( 0

((t) ( (0
t ( Tss … Tp ( Es(Tss

((t) ( 0
otherwise

	Play-out rate: 
((t)
	((t) ( (0
t ( Tsc … Tsc ( Tp

((t) ( 0
otherwise

	Transmission rate: 
((t)
	((t) is a function of the actual radio conditions, the feed rate ((t), the state of Bn(t) and the parameters (m and (g.

	Radio network buffer: 
Bn(t)
	


(
Bn(t) ( 
( { ((t) ( ((t) } dt;


Bn(0) ( 0



(

	Play-out buffer: 
Bp(t)
	


(
Bp(t) ( 
( { ((t) ( ((t) } dt;


Bp(0) ( 0



(


3.3
Start-up procedure

In the following diagrams, typical start-up scenarios are analyzed. Figure 2 shows a start-up scenario where the network admits a throughput based on the maximum bit rate set-up for the service ((m). Using the parameter values given above, the play-out starts at t ( Tsc. At this point the play-out buffer is filled to 60% of the target level: Bpp. The play-out buffer is completely filled at the end of the server start-up time: t ( Tss.

In this case, the radio network buffer is not utilized, because the throughput offered by the network equals the excess feed rate applied by the application server during the start-up phase.
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Figure 2: Start-up scenario; maximum throughput admission

Figure 3 shows a start-up scenario where the network admits a throughput utilizing up to 40% of the margin offered by the maximum bit rate on top of the guaranteed bit rate, i.e.: max ((t) ( 0,4(((m ( (g) ( (m. Like the previous example, the play-out starts at t ( Tsc. The play-out buffer is filled to 48% of the target level: Bpp, when the play-out starts. Due to that and the lower throughput admitted by the network, it takes longer time to completely fill the play-out buffer, compared to the previous example. During that time, the radio network buffer has to store additional data corresponding to the excess feed rate applied by the application server during the start-up phase.


[image: image3.wmf] 

Bpp

 

Tsc

 

Tss

 

Bp(t):

 

max 

g

(t) 

=

 

 

0,4

×

(

g

m 

-

 

g

g) 

+

 

g

g

 

Bn(t):

 

max 

g

(t) 

=

 

 

0,4

×

(

g

m 

-

 

g

g) 

+

 

g

g

 

Tss 

/

 0,4

 


Figure 3: Start-up scenario; typical throughput admission

Figure 4 shows a start-up scenario where the network only admits a minimum throughput, based on the guaranteed bit rate set-up for the service ((g). In this case, the play-out buffer does not reach the target level during the start-up phase. The excess data will (temporarily) be stored in the radio network buffer. However, this is not expected to be a permanent condition. When the transmission bit rate can be increased (((t) ( (g), the excess data is transferred and the play-out buffer will reach the target level eventually.
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Figure 4: Start-up scenario; minimum throughput admission

It is clear that during the start-up phase, the application may be somewhat more vulnerable to radio link dropouts than in the steady state when the play-out buffer is filled. This might be acceptable, since this is normally just a short period in the beginning of the session. 

This problem is, of course, emphasized in the last scenario (figure 4), where the guaranteed bit rate is just barely sufficient for the play-out rate. This scenario could be avoided by choosing a guaranteed bit rate slightly higher than the play-out rate ((g ( (0); i.e.: a small part of the guaranteed bit rate is reserved for build-up and recovery of the play-out buffer.

The situation could also be improved by a more flexible strategy regarding the start of the play-out in the client. If the play-out buffer is not filled as quickly as expected, the start of the presentation could be delayed, e.g., until the play-out buffer reaches a certain level. However, that and other strategies for how to manage the buffers in abnormal situations require that feedback information from the client be used for the buffer management in the server. The feedback channel should be used to allow the server to monitor the progress of the presentation and the buffer status in the client. The application server should use this information to reduce the feed rate when there is a transmission problem. That could be necessary to prevent buffer overflow in the radio network buffer and/or the play-out buffer.

NOTE:
An estimate of the radio network buffer Bn(t) can be achieved by comparing the play-out phase in the client with the feeding phase in the server and subtracting the level of the play-out buffer Bp(t). The play-out phase and the level of the play-out buffer could be included in the feedback information. Disregarding the delay of the feedback channel, the following estimate could be made:

Bn(t)  (  ( ((t) dt  (  ( ((t) dt  (  Bp(t)

3.4
Recovering from a radio link dropout

The diagram in figure 5 below shows the scenario during a radio link dropout with zero-throughput and during a period of abnormal radio conditions, where the throughput is reduced below the guaranteed bit rate. As long as the play-out buffer is not completely drained (Bp(t) ( 0), the application is able to sustain those disturbances without affecting the presentation.
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Figure 5: Recovering from radio link dropout

The critical parameter here is, of course, the target level of the play-out buffer Bpp. That should be selected with regard to the expected occurrences of abnormal radio conditions and the expected recovery times. How to choose a suitable target level for the buffer is left out of this discussion, however, several parameters need to be taken into account, including the required success rate for the application, the statistical properties of the radio channel (and their distribution over the coverage area), the ratio between the maximum bit rate allowed by the network, the nominal play-out rate, etc.

One particular alternative could be mentioned here, that is having a virtually infinite target level of the play-out buffer. That could be used for any streaming application of finite length, provided that the application client has sufficient buffering capacity. In this case, the server continues feeding the channel using a certain degree of excess feed rate throughout the whole transmission. The longer the transmission has gone, the lower risk for a failure. However, it should be noted, that this technique requires that the feedback channel be used to protect the radio network buffers from overflow.

4
Conclusion

It seems quite feasible to build robust and still fairly simple streaming applications, supported by an EGPRS radio network and corresponding mobile stations, based on the R99 version of 3GPP standards.

Simulations should be used to find out suitable settings of the application strategies and parameters, as well as the QoS properties needed in the radio network. In particular, the start-up and buffer management strategies need to be studied in more detail. The findings could be verified in a real network environment.
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