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Incremental Redundancy
for the Flexible Layer One

1. Introduction

A Flexible Layer One (FLO) based on the same principles that are used in UTRAN, is being developed for GERAN [1]. For signalling at least, FLO must support data transfer in acknowledged RLC mode. Incremental Redundancy or selective type II hybrid ARQ (available in EGPRs) is a powerful mean to enhance link level and system level performance of data transfer in acknowledged RLC mode. In this contribution a simple and efficient way of providing incremental redundancy with FLO is presented.

2. Incremental Redundancy

2.1 General

In incremental redundancy, upon reception failure, the retransmission of a data block is not identical with its initial transmission, but includes additional redundancy which, when combined with the earlier (re)transmission(s), can be used to correct errors. This way, incremental redundancy itself does not need any information about the link quality to protect the data. In fact, the right protection of the data block is obtained incrementally, after transmitting additional redundancy and combining it with the prevailing (re)transmission(s). incremental redundancy offers a drastic increase of performance to HIARQ. For the same bitrate and channel conditions, it produces a higher and in most cases significantly higher datarate (throughput) than HIARQ, and therefore leads to a better spectral efficiency.

2.2 Principle

Incremental redundancy requires the channel encoder on the transmitter side be able to generate different puncturing patterns achieving the same code rate M/N, based on the same mother code of rate 1/k, with:


[image: image1.wmf]k

N

M

i

1

1

³

³

 and 
[image: image2.wmf]+

Á

Î

*

k


where M is the length in bits of the uncoded block to encode and Ni is the length in bits of the ith-encoded block, as illustrated on Figure 1 below. Adversely, the channel decoder on the receiver side must be able to cope with any of the possible puncturing patterns the channel encoder may generate for the same mother code i.e. it must be able to operate the decoding of any encoded block. In addition, it must be able to operate the decoding of the combination of all the encoded blocks received for a given block.
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Figure 1: Encoding at rate M/N with different puncturing patterns

Using these principles incremental redundancy allows the transmission of different encoded versions of the same block. In case the initial transmission (encoded block 1) failed, a retransmission is carried out (encoded block 2), hence additional redundancy is sent. In case the block cannot be correctly decoded yet, a new retransmission is done, etc. The receiver combines the (re)transmissions for correcting errors. The global coding rate (covering the initial transmission and subsequent retransmissions) after combining is adjusted incrementally after each retransmission. After n retransmissions, this global coding rate is:
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where N0 is the amount of bits of the encoded block of the initial transmission, N1 the amount of bits of the encoded block of the 1st retransmission and so on.

Soft combining of the overlapping bits can improve the decoding performance resulting approximately in the following coding rate:


[image: image5.wmf]å

=

»

n

i

i

N

M

rate

coding

global

0

_

_


Note: Amount of mutually exclusive puncturing patterns achieving a code rate M/N for a mother code of rate 1/k, an uncoded block of size M bits, and encoded blocks of size N bits is:


[image: image6.wmf]ú

û

ú

ê

ë

ê

´

N

k

M


3. Incremental Redundancy for FLO

In this section a solution is given that allows the rate matching algorithm to generate upon a given command different puncturing patterns which can be used for retransmissions.

3.1 Proposal

Firstly it is proposed to introduce an additional input to the rate matching algorithm to generate different puncturing patterns. R is this additional input. R is controlled by the RLC protocol and its value is notified to the physical layer for operating incremental redundancy. The value of R shall follow the rules below: 

· in unacknowledged and transparent RLC modes, R has a fixed value of 0 (i.e. incremental redundancy is not used).

· in acknowledged RLC mode in case incremental redundancy is used, the value of R shall be incremented by 1 after every (re)transmission of the same data block. The parameter R can be seen as a counter of the number of retransmissions of the same data block. R equals 0 at initial transmission, 1 at the first retransmission, … n at the nth retransmission. The physical layer then uses that parameter R to generate different puncturing patterns if possible.

Secondly in order to generate different puncturing patterns, the rate matching algorithm must take into account the average distance between punctured bits as shown in the two follwing examples.

Table 1 below gives an example of an average distance between punctured bits of 3 (12/4=3). In order to generate different puncturing patterns, we can easily see that the first pattern (obtained with proposed rate matching algorithm i.e. R=0) must be shifted forward (R=1 and R=2). 

Table 1. Example of average distance between punctured bits = 3
	bits
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	punctured (R=0)
	Y
	-
	-
	Y
	-
	-
	Y
	-
	-
	Y
	-
	-

	punctured (R=1)
	-
	Y
	-
	-
	Y
	-
	-
	Y
	-
	-
	Y
	-

	punctured (R=2)
	-
	-
	Y
	-
	-
	Y
	-
	-
	Y
	-
	-
	Y


Y : the bit is punctured

Symmetrically Table 2 below gives an example of an average distance between punctured bits of 1.5 (12/8=1.5) ( average distance between transmitted bits of 3 (12/4=3). In order to generate different puncturing patterns, we can here easily see that the first pattern (obtained with proposed rate matching algorithm i.e. R=0) must be shifted backward (R=1 and R=2).

Table 2. Example of average distance between punctured bits = 1.5
	bits
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	punctured (R=0)
	Y
	Y
	-
	Y
	Y
	-
	Y
	Y
	-
	Y
	Y
	-

	punctured (R=1)
	Y
	-
	Y
	Y
	-
	Y
	Y
	-
	Y
	Y
	-
	Y

	punctured (R=2)
	-
	Y
	Y
	-
	Y
	Y
	-
	Y
	Y
	-
	Y
	Y


Y : the bit is punctured

Generally when the average distance between punctured bits is greater or equal than 2, different puncturing patterns are obtained by shifting forward the very first pattern (obtained with R=0). When the average distance between punctured bits is smaller than 2, different puncturing patterns are obtained by shifting backward the very first pattern (also obtained with R=0).

The parameter that controls the starting point of the puncturing patterns is eini. By changing the value of eini a shift can be made. It is shown below how to modify eini in order to produce the shift, and therefore make the algorithm generate different puncturing patterns when needed:
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Note that 
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 also tells how many different puncturing patterns are possible. For instance if 1 bit is punctured every 3, the average distance between puncture bits is 3 and there are 3 different possible puncturing patterns: one starting from bit 1, another one starting from bit 2 and the last one starting from bit 3 (forward shift). Similarly if 2 bits are punctured every 3, the average distance between transmitted bits is 3 and there are 3 different possible puncturing patterns.

3.2 Advantages of the proposal

The proposed solution to provide incremental redundancy with FLO has several advantages:

· The modification to the existing rate matching algorithm is very simple.

· When R is equal to 0 (when incremental redundancy is not used), the rate matching algorithm is identical to the existing one [1].

· RLC only has to manage the value of R.

· There is no need for upper layers to know how many different retransmissions are possible. As a result it relieves upper layers from having to know and store quite many details that are specific to the physical layer. For instance, because of the flexibility allowed by FLO, some other transport channels can become active even when retransmissions are ongoing, and thus change d and the management of R. If upper layers had to be aware of and manage this kind of details, it would greatly increase their complexity, and possibly lead to forbid that kind of flexibility. In that case, without (R mod d), FLO could not accept other transport channels as long as retransmissions are sent for one transport channel.

· Having (R mod d) instead of (R) protects the rate matching algorithm from any misuse of R. For example, if d was equal to 3, that would mean that a maximum value of 2 is possible for R. Any value beyond 2 cannot be accepted without adverse effects. Thanks to (R mod d), any value can be accepted and the rate matching algorithm simply loops among the possible puncturing patterns. For instance, assuming that 3 puncturing patterns are possible (p0, p1 and p2), p0 will be used for the 1st transmission (R=0), p1 for the 1st retransmission (R=1), p2 for the 2nd retransmission (R=2), p0 for the 3rd one (R=3), p1 for the 4th one (R=4)…

· The amount of possible different puncturing patterns may vary in time and heavily depends on many things that are specific to the physical layer such as the mother code, the size of the transport block and the activity of other transport channels. Thus the physical layer many not always be able to generate a different puncturing pattern for each value of R. When it happens, thanks to the algorithm given above, the physical layer will simply loop among the possible puncturing patterns.

3.3 Example

In this section, results of the proposed modifications are shown through three simple examples. In the examples only one transport channel is active (I = 1), and the size is of the CCTrCH is limited to 10 bits (Ndata = 10) always. Note that the value of the rate matching attribute does not matter since only one transport channel is active in our example. Also note that in these examples the bits are numbered starting from 0.
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4. Conclusion

Because acknowledged data transfer is required over FLO, incremental redundancy is highly desirable. This contribution has presented a simple and efficient way of providing incremental redundancy in conjunction with FLO: with minimal changes to the rate matching algorithm, incremental redundancy is made available at the physical layer and controlled by the RLC sublayer.
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