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1. Introduction

This paper investigates the performance of TCP when multiplexed with speech such that voice is given priority. This forms part of a wider investigation into the options for implementation and performance of OS2.

This simulation operates without an acknowledged RLC layer and uses an ideal error free channel. Simulation results presented in [3] suggest that TCP performance is the limiting factor in a protocol stack containing TCP over Acknowledged RLC. By evaluating the performance of TCP in isolation it is hoped that the factors affecting performance can be better understood and the requirements for efficient and effective OS2 best effort data performance be included in GERAN R5 standardisation.

Simulations in this paper assume the single slot mobile scenario, with a single slot in both uplink and downlink directions. It is hoped that by dealing with the single slot case, this paper will show the effect on TCP of ‘ack starvation’ during speech bursts on the single uplink channel. [5] describes likely MS scenarios as multislot DL and singleslot UL, in which case ‘ack starvation’ will still occur. Indeed as stated in [4], it is likely to occur more quickly given that data segments can be sent in downlink at a higher rate and the maximum unacknowledged data limit is reached more quickly.

Simulation Environment

Simulations were carried out using the environment shown below:-
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Figure 1 Simulation Environment

· Conversation Model

Both uplink and downlink channels are modulated using the Conversation Model described in [1]. 

· Data Rate

The assumed average data rate for the channel is 48kbps. The difference between voice activity level and channel activity level is modelled by a reduction in available channel data rate from 48kbps to 32kbps.

32kbps is the channel data rate available, user data is transferred at a lower rate than this because of TCP/IP header overhead. The simulation uses a user packet size of 1460 bytes with a final packet size of 1500 bytes. Therefore maximum user data rate achievable is 

32kbps * 1460/1500 = 31.15 kbps or 3893 bytes*secs-1 ~ 31 kbps

· Delay

To evaluate the performance of TCP it is essential to model the physical layer and Radio Access Network delays, these tend to be high compared to the core network delay and dramatically effect round trip times experienced by the TCP protocol. A delay of 250ms has been assumed in each direction, UMTS measurements show delays of approximately 600ms. Section 3.3 presents results for different delays.

2. Analysis

A selection of download types was used to examine TCP performance under a variety of conditions. All downloads were achieved using the application protocol HTTP/1.0.

For each download type, we plot TCP sequence number
 against time for the duration of the download. For clarity only the main data flow direction (downlink) is shown. 

This allows the performance characteristics of the download to be easily seen. The gradient of each section of the plot gives the transmission rate in bytes/second. The average download rate can be calculated from the last sequence number and end time for the download. 

Any retransmissions that occur are easily noted as a reduction in sequence number allowing the number of bytes retransmitted to be calculated. An important note is that our simulation environment operates over ideal link conditions, any retransmissions that occur are due solely to timeouts caused by ‘ack starvation’ from multiplexing with speech.

2.1. Interaction of TCP and Speech during Download 
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Figure 2 shows the download for a 65Kb text web page with bytes plotted against seconds. OS2 is allocated a single slot for both speech and best effort data, which occupies the silence periods i.e. the single slot mobile DTX condition.

Figure 2 65Kb File Download 

The download can be split into different sections to analyse performance. Section AB shows a non-interrupted data download. During section BC, a speech burst interrupts acknowledgement flow in the uplink direction and causes TCP to timeout and retransmit e.g. i, ii & iii. A significant gap in the data transfer can then be seen before another group of retransmissions, indicating that the TCP is in ‘slow start’ and the retransmission timer has been substantially increased.

Download section AB shows a relatively uninterrupted download period.

average data rate = (1068812520-1068795893)/(11.2-6.2)




= 3325 byte*sec-1 ~ 27 kbps

The max user data rate possible is 31 kbps, this reduction is due to connection setup and slow start. 

Download section BC shows a number of retransmissions, caused by TCP timeouts and a delay for a speech burst, hence a reduction in average data rate for this period is seen

average data rate = 950 byte*sec-1 ~ 7.6 kbps

And for section CD which has some speech bursts, but no retransmissions a similar reduction is observed

average data rate = 2347 byte*sec-1 ~ 18.8 kbps

The average download bit rate for the complete download was

average data rate = 1505 bytes*sec-1 ~ 12.1 kbps
Data throughput efficiency can be calculated by dividing the size of the download in bits by the maximum number of user data bits that could have been transmitted (the sum of all silence periods x bit rate).

Ethroughput = 67206 bytes/(28.5 sec*3893 bytes*sec-1)



 ~ 61%
That is 61% of the available channel was actually used for useful data, leaving 39% used for retransmissions, connection setup and slow start.

By adding up the total bytes retransmitted, the reduction in data rate due to retransmissions can be found

reduction due to retransmissions = 22%

Indicating that of the 39%, 22% was caused by data retransmission, and 17% from protocol stalling.

Multi Connection Download

The download in 3.1 was a fairly large download using a single TCP connection, similar to that found during an FTP session. In wireless data applications it is much more likely that web pages with multiple images and text will be encountered.

An HTTP/1.0
 application layer opens a new TCP connection for each image it encounters in a web page, each one needing to undergo connection setup and then slow start to complete the download. The results shown in this section use an HTTP/1.0 client to allow the effect of multiplexing with voice on slow start and connection setup to be measured.

Performance

To show the effects of protocol stalling and timeouts on performance during connection setup and slow start, two downloads of equivalent size were simulated. One download with a single 107Kb image (single connection) and one with 19 images summing to 107Kb (multiple connections). The pages were downloaded 25 times and the average download data rate calculated as follows:

Average Data Throughput Efficiency with single connection:

average data rate = 1756.7 bytes*sec-1

Assuming an average voice activity level of 45%, the availability for data was 55% and the user data bandwidth can be scaled accordingly and used to calculate the data throughput efficiency.

Ethroughput = 1756.7 / (3893 byte*sec-1 * 0.55)



 ~ 82%

Average Data Throughput Efficiency with multiple connections:

average data rate = 1292.9 bytes*sec-1
Ethroughput = 1292.9 byte*sec-1 / (3893 byte*sec-1 * 0.55)



 ~ 60%

This single connection download efficiency is an average efficiency figure for downloads of a similar type, but large size, to that shown in 3.1. The reduction in performance for the multiple connection case can be attributed to the effect of speech bursts occurring during connection setup and slow start.

During connection setup and slow start, the effects of speech bursts are much more dramatic. This is because the sending TCP can only transmit a limited or single segment before waiting for a segment in the reverse direction (SYN / ACK), rather than being able to transmit segments until it reaches the full window size
.

This is a significant result as a large proportion of best effort traffic is likely to be this type of multiple connection download that is typical from web pages. It is important to note that this result is achieved assuming an ideal channel and it is assumed that an acknowledged RLC layer will add a further performance decrease. Acknowledged mode RLC will appear to TCP as another random delay, the size of the delay being related to the C/I ratio for the channel, lower C/I will induce longer delays.

Effect of Delay within GERAN

Packet round trip time is an important aspect to consider when simulating TCP performance. A major effect of RTT is to interact during all connection setup and slow start phases, reducing data throughput efficiency, but if the RTT is long enough, TCP can fail to setup a connection at all
. When multiplexing with speech an increased random delay is added to the RTT making RTT estimation difficult, and timeouts more likely.

The following results show the TCP performance as GERAN delay is increased for the multiple image download from section 3.2.
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Figure 3 Effect of GERAN Delay on Data Rate

Figure 2 shows that average achieved data rate decreases exponentially as GERAN delay increases, between 4 and 4.5 secs, data rate decreases rapidly as TCP struggles to maintain a connection after retransmissions, up to 4.5 seconds delay when TCP can no longer achieve connection setup. i.e. speech multiplexing dramatically reduces TCPs tolerance to GERAN delay.

It is again important to note that performance would be further decreased by the additional delay introduced by an Acknowledged RLC layer.

Conclusion

Multiplexing best effort TCP data with speech without ensuring bandwidth is available for TCP acknowledgements markedly affects TCP performance. This result exists even without the presence of the further delays and randomness that would be introduced by an acknowledged RLC operating with a non-ideal channel.

GERAN delay is an important consideration for TCP performance, the efficiency results in sections  3.1 and 3.2  assume a conservative round trip time of 500ms. Section 3.3 shows that as GERAN delay increases, performance exponentially decreases and at a delay of 4.5 seconds TCP can no longer make a connection. Without multiplexing with speech connections can be achieved with delays in excess of 8 seconds.

The scale of the performance degradation is also dependent on the download type and size, with efficiencies of around 60% measured for typical web page downloads, and around 80% for other download types. This would be further reduced by delay of more than 500ms and the delay introduced by Acknowledged RLC. RLC effects are FFS.

The multislot scenario with 3 Downlink slots and 1 Uplink slot will not necessarily alleviate the problem. The increase in downlink segments will mean that more acknowledgements are required in the single multiplexed uplink channel and hence protocol stalling is likely to be achieved more quickly. The effects of this are FFS.

Several options exist to implement OS2. 

· Reduced data throughput efficiency can be traded off against retaining voice quality using a DTX solution. This represents a moderate complexity for both standardisation and implementation. If this approach is taken a risk exists here that GERAN delay and effects of RLC layer will further reduce efficiencies to a level where this is unfeasible or TCP fails. The effects of the RLC are FFS.

· Some voice quality could be released in a trade off to increase data throughput efficiencies in a dynamic speech frame stealing scheme. This represents a major complexity to both standardisation and implementation if voice quality is to be keep within reasonable limits.

· Significant voice quality reduction could be traded off against simplicity of implementation and standardisation in the DTM approach.

These results help understanding of the effect of OS2 speech multiplexing on TCP data, thus aiding the OS2 standardisation.
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� TCP Sequence number equals the byte number of the first byte in the segment


� HTTP/1.1 normally employs connection re-use whereas HTTP/1.0 normally does not


� window size = min(congestion window, advertised window)


� delays of more than 8 seconds can be used before non speech-multiplexed TCP can fail to connect
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