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Single antenna interference cancellation – evaluation principles and scenarios

1 Introduction

Recently, promising results with single antenna interference cancellation (SAIC) algorithms have been presented in several contributions to TSG GERAN [1]

 REF _Ref28161754 \r [2]

 REF _Ref28161755 \r [3]

 REF _Ref28161758 \r [4]. A work item has been created to evaluate the feasibility of these algorithms [5]. In this document different aspects of the evaluation of SAIC algorithms are discussed. The focus is on GMSK SAIC for co-channel interference. Other cases are for further study.

2 Evaluation principles

The evaluation of SAIC involves several steps. The expected output of this is:

· Quantified system gains from SAIC in relevant scenarios

· Quantified link gains from SAIC in relevant scenarios

· Performance requirements for SAIC capable MS (outside the scope of the feasibility study)

At TSG GERAN#12 an outline for the study of SAIC was discussed. An attempt to visualise this evaluation process can be found in Figure 1. The process starts in the top right corner by specifying relevant network scenarios. Relevant in this context means commonly seen in reality, but also special scenarios where SAIC may be particularly beneficial as well as scenarios where SAIC may not be so beneficial.

Given these network scenarios, statistics of parameters relevant to the performance of SAIC receivers are derived, mainly by means of network simulations. These statistics are then used in different ways:

· On a more general level, the knowledge of the interference situation for an MS is an important starting point for evaluation of the network performance. Together with results from link simulations, this knowledge is used to derive a link-to-system model needed in system simulations.

· From the statistics a subset of common interference scenarios can be identified. These scenarios can then be modelled in a link simulator to evaluate link performance gains from SAIC in relevant scenarios.

· An even smaller set of critical scenarios can be identified as a basis for constructing performance requirements (test cases). This is not within the scope of the feasibility study.
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Figure 1. Evaluation of SAIC.

To show the feasibility of SAIC, it is necessary to show large enough gains on system level in relevant network scenarios, and further to show that there is no deterioration in any relevant network scenario. To quantify the gains on system level, system simulations are needed. To exclude deterioration in a network scenario, it is enough to show that there is no deterioration on link level in any situation occurring in that scenario. If there is deterioration on link level in some case, a system evaluation is needed to evaluate if the deterioration is reflected also on system level.

In this document, some relevant network scenarios are identified in section 3. Section 4 presents interference environment statistics. Finally, some important link study scenarios are discussed in section 5. In an accompanying contribution [7], a link-to-system model for interference cancellation receivers is presented.

2.1 Evaluation criteria for system simulations

When evaluating SAIC by means of system simulations, the system capacity is an important measure (there may be others). The system capacity is defined as the maximum frequency load at which 95% (proposed value) of the users are satisfied. A speech user is considered satisfied if the FER (frame erasure rate) is below a predetermined value, e.g., 1%. The frequency load is defined as the served traffic per timeslot and frequency in a cell, and represents the average fraction of frequencies in the air at any one time assuming 100% voice activity (i.e., ignoring DTX).

3 Relevant network scenarios

It is not easy to define what network scenarios that are important to study. However, some particularly important network parameters are:

· Reuse. SAIC will give larger gains in tighter reuse networks, as the interference becomes more and more limiting to system performance.

· Load. The higher the load, the more interference to cancel. On the other hand, the interference situation is more complex when the load is high, so the interference cancellation algorithms are typically less efficient.

· Synchronisation. SAIC techniques generally give the largest gains in synchronised networks.

The chosen scenarios should cover different values of at least these parameters. It is relevant to study scenarios where gains from SAIC are expected, such as synchronised 1-reuse networks. Scenarios common in reality today must also be studied, to see the impact of SAIC in legacy networks and avoid any deterioration. Both synchronised and unsynchronised networks are relevant. However, it is not necessary to study all scenarios by full system simulations. It should be enough to select a few scenarios to show the potential of SAIC in these, and study the others by means of link simulations of typical interference situations. As long as there is no deterioration on link level, there will be no deterioration on system level either.

Therefore, it is proposed to evaluate system performance for the following situation:

· Synchronised 1-reuse network, different loads

Further, link performance should be evaluated in interference environments typical for the following situations:

· 1-reuse, different loads, synchronised and unsynchronised.

· 12-reuse, maximum load (blocking limited), synchronised and unsynchronised.

4 Statistics of interference environment

In this section statistics from system simulations are presented. These results are used to identify interference environments typical to the situations described above. 

Table 1 summarises the simulation parameters for the simulations presented below.

	Parameter
	Value

	Reuse
	1 or 4/12

	Frequencies per cell
	12 or 2

	Frequency band
	900 MHz

	Frequency hopping
	GSM pseudo random

	Coherence bandwidth

	550 kHz

	Power control
	Quality and SS based

	Cell radius
	500 m

	Distance attenuation
	35log(d)

	Lognormal fading std. dev.
	6 dB

	Lognormal fading corr. dist.
	110 m

	Average mobile speed
	3 km/h

	Traffic model
	Speech

	Mean call hold time
	60 s

	DTX factor
	0,5


Table 1. System simulation parameters.

The focus is on co-channel interference, since co-channel interference is considered to be more limiting to system performance. It is totally dominating in sparse reuse networks, but also in a tight reuse, the majority of the interference is from co-channel interferers. Therefore, the largest gains can be expected from co-channel interference suppression. However, adjacent channel interference should also be considered.

The measured quantity is the dominant interferer ratio (DIR), which is defined as
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 is the total co-channel interferer power. This quantity has a large influence on the efficiency of SAIC, since SAIC techniques typically are able to suppress the strongest interferer.

In the following sections, DIR statistics in three different scenarios are presented. Notice that the interference power used to derive DIR values does not include fast (Rayleigh) fading. This means that the actual DIR distribution (when fast fading is included) is more smeared out. This fact makes the presented DIR values suitable as average DIR in a link simulation where the fast fading is modelled on link level.

4.1 Network scenario 1 – moderately loaded 1-reuse network

This section shows results from a moderately loaded (frequency load = 8,33%), synchronised 1-reuse network. Twelve hopping frequencies per cell are used. Figure 2 shows the DIR distribution over all bursts in the simulation.

[image: image5.wmf]
Figure 2. Distribution of DIR for bursts in a 1-reuse scenario with moderate frequency load.

4.2 Network scenario 2 – heavily loaded 1-reuse network

This section shows results from a heavily loaded (frequency load = 25%), synchronised 1-reuse network. Twelve hopping frequencies per cell are used. Figure 3 shows the DIR distribution over all bursts in the simulation.
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Figure 3. Distribution of DIR for bursts in a 1-reuse scenario with heavy frequency load.

4.3 Network scenario 3 – blocking limited 12-reuse network

This section shows results from a blocking limited (frequency load = 82%), synchronised 12-reuse network. Two frequencies per cell are used. Figure 4 shows the DIR distribution over all bursts in the simulation.
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Figure 4. Distribution of DIR for bursts in a blocking limited 12-reuse scenario.

4.4 Observations

From the results above the following observations can be made:

· Both in the moderately loaded 1-reuse and in the blocking limited 12-reuse scenario, there is a large fraction of the bursts having a DIR of 27,5 dB or above. These cases have a totally dominant strongest interferer and can be modelled with a single interferer in a link simulation.

· In the heavily loaded 1-reuse there is a peak at DIR = 0 dB. This can be modelled by two equally strong interferers.

· Between these extremes, there is a distribution of DIR values with no obvious peak. As a realistic in-between scenario, the case of DIR=10 dB can be used. This can be modelled as two interferers with 91% and 9% of the power, respectively.

These observations are all valid for synchronised networks. However, the statistics from unsynchronised networks should be roughly the same, and since the link scenarios described above span the possible DIR range quite well, the same DIR could be used also in the unsynchronised case.

5 Suggested cases for link performance evaluation

Based on the above, a number of relevant link scenarios can be defined. Generally, the interference scenarios can be divided into synchronised and unsynchronised. In all cases, all interferers have training sequences different from the carrier. 

Notice that all DIR values are given as average power. On top of this, fast fading is added, which makes the DIR vary from burst to burst (except in the single interferer case).

5.1 Synchronised interference

The synchronised case is illustrated in Figure 5. The carrier and all interferers are assumed to have independent channels.
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Figure 5. Synchronised co-channel interferers.

5.1.1 One synchronised co-channel interferer (DIR = ()

A single synchronised co-channel interferer to the carrier. This is illustrated in Figure 5 with 
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=0.

5.1.2 Two synchronised co-channel interferers, DIR = 10 dB

Two uncorrelated synchronised co-channel interferers with DIR = 10 dB are added to the wanted signal. This is illustrated in Figure 5 with a 91 to 9 power relation between 
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5.1.3 Two synchronised co-channel interferers, DIR = 0 dB

Two uncorrelated synchronised co-channel interferers with DIR = 0 dB are added to the wanted signal. This is illustrated in Figure 5 with a 50 to 50 power relation between 
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5.2 Unsynchronised interference

The unsynchronised case can be modelled as shown in Figure 6. In this case, the interferers only overlap part of the carrier burst (called primary interferers in [1]). The rest of the carrier burst is overlapped by other interference (called secondary interferers in [1]). Assuming a frequency load of 100%, the primary and secondary interferers are likely to be from the same BTS (unless a TDMA frame boundary has been passed in between). In this case, they use the same channel. On the other hand, if the frequency load is significantly lower than 100%, the probability is low that two consecutive timeslots are sent from one BTS. One way to model this is to randomly turn the interferers on and off to reflect the load. However, this will be a quite complex link model. Another possibility is to let the secondary interferer represent interference from another BTS (which would then use a different (independent) channel from the primary. Notice that this interferer is not necessarily synchronised to the primary interferer in this case. However, to make to model reasonably simple, it is proposed to assume that the primary and secondary interferers are synchronised. Therefore, a model according to Figure 6 is proposed, with 100% channel activity and independent channels for each interferer. Compared to if the channels of the primary and secondary interferers are assumed to be the same, this case is probably more difficult for the MS to cope with.
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Figure 6. Unsynchronised co-channel interferers.

5.2.1 Two unsynchronised co-channel interferers, DIR = 10 dB

Two unsynchronised co-channel interferers with DIR = 10 dB are added to the wanted signal. This is illustrated in Figure 6 with a 91 to 9 power relation between 
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. The time offset of the interferers is such that the starts of bursts are evenly distributed (i.e., the start of the interfering bursts are delayed 1/3 and 2/3 of one burst period, respectively).

5.2.2 Two unsynchronised co-channel interferers, DIR = 0 dB

Two unsynchronised co-channel interferers with DIR = 0 dB are added to the wanted signal. This is illustrated in Figure 6 with a 50 to 50 power relation between 
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. The time offset of the interferers is such that the starts of bursts are evenly distributed (i.e., the start of the interfering bursts are delayed 1/3 and 2/3 of one burst period, respectively).

5.3 Additional cases

In this section, some additional link scenarios are listed. These address various situations where the performance of SAIC algorithms may be less efficient.

5.3.1 Frequency offset

In a real network, the frequency references of the base stations may have an offset to the frequency reference of the MS receiver. It is important that the SAIC algorithms are robust to this impairment. Therefore, it is proposed to define a case to evaluate this. The frequency offset should be in the order of (0.05 ppm. A single synchronised co-channel interferer could be used.

5.3.2 8-PSK modulated co-channel interferer

With the introduction of EDGE, 8-PSK modulated signals may occur in the network. While this document is focused on SAIC for GMSK receivers, the interference may still be 8-PSK modulated. Even though this case is not likely the most common in the near future, it is still very important that the SAIC receiver can handle 8-PSK modulated interference. The minimum requirements should be that the performance in this situation is not worse than a conventional receiver (i.e., it should at least fulfil the current performance requirements in 45.005). Therefore, the following case should be studied:

An 8-PSK modulated synchronised co-channel interferer is added to the (GMSK modulated) wanted signal.

5.3.3 Adjacent channel interference

The SAIC receiver may sometimes be acting in a scenario where the adjacent channel interference is dominant. If the ambition is to improve also adjacent channel interference performance, there must be evaluation case(s) also for this. As a minimum requirement, the SAIC receiver must perform equally well as a conventional receiver in adjacent channel interference.

5.3.4 Sensitivity

Obviously, the SAIC receiver may be acting in a noise-limited scenario, and must perform equally well as a conventional receiver in this case.

6 Conclusion

In this contribution, some principles for the feasibility study of SAIC have been discussed. Further, some important network scenarios have been suggested. From these, DIR statistics have been presented. Finally, a number of scenarios for link performance simulations have been proposed.

The focus of this contribution has been on GMSK SAIC for co-channel interference. Other cases are for further study.
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� The frequency offset at which the correlation is 0,5
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